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Abstract

We study the influence of shape, orientation, size and material system on the band structure of quantum wires with special attention given to the differences between results obtained with the Burt–Foreman and the Luttinger–Kohn Hamiltonians. We also show how to derive the Hamiltonians for an arbitrary orientation. We find that the difference is independent of the shape and orientation of the quantum wire, but it does depend on the size and the material system chosen. A brief discussion of the results in terms of group theory is provided.
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1. Introduction

One of the most computationally inexpensive classes of models to describe nanoscale semiconductor heterostructures is the multiband models based on some sort of envelope-function theory [1,2]. The main problem within this class of models is to define suitable interface boundary conditions. The method most often used is to symmetrize the bulk multiband Hamiltonian. Burt, however, has derived a theory [1] (exact envelope-function theory) which naturally gives the right interface boundary conditions. The resulting Hamiltonian is called the Burt–Foreman (BF) Hamiltonian.

Before now a comparison between the BF and the symmetrized model has only been carried out for quantum wells [3,4] and spherical dots [5] and, in the latter case, they made some extra approximations in order to get a one-dimensional problem. All of these show differences between the results obtained with the two models. Meney et al. [3] even showed that the BF Hamiltonian gives more physically plausible results and Pokatilov et al. [5] showed that the difference is proportional to one over the radius squared, i.e. the difference will be more pronounced for small structures. In this article we investigate amongst other things whether the difference between the two models also has a size dependence for quantum wires.

For quantum wells and wires a parameter of some importance is the orientation. This is mainly due to the fact that the microscopic symmetry changes with respect to the orientation. van Dalen et al. [6] have derived the operator ordering according to the exact envelope-function theory for an arbitrary orientation for quantum wells. We show how to find the BF Hamiltonian for an arbitrary orientation for quantum wires in a slightly different manner. Another system parameter of some importance is the shape of the quantum wire, again because this changes the overall...
symmetry. Dupertuis et al. [7] have made a thorough investigation of this and its consequences. We have chosen to compare three different cross-sectional shapes that have been grown, a circle [8], a square [9,10] and a triangle [11]. Indeed, our study of quantum wires is further motivated by the current interest in their synthesis.

Quantum-wire calculations have until now mainly been carried out using the symmetrized model [12–14]; however, we have previously presented preliminary results using the Burt–Foreman model [15–17]. Here we provide a comparison between the results obtained with the symmetrized and the BF model for a set of different quantum-wire geometries. In Section 2 we present the theoretical framework for this comparison and we highlight the main differences between the two models. Section 3 contains the numerical results and a discussion of the differences observed for the following system characteristics: shape (circle, square, triangle), orientation ([001], [110], [111]), size (circle with a diameter of 6 and 10 nm) and material system (GaAs/AlAs, In0.53Ga0.47As/InP). The conclusion is given in Section 4.

2. Theory

2.1. Multiband Hamiltonian

The governing equation for a multiband model is the eigenvalue equation,

\[ \mathbf{H}_F = E \mathbf{F}, \]

where the Hamiltonian \( \mathbf{H} \) is a \( N \times N \) matrix of differential operators and \( \mathbf{F} \) is a \( N \) vector of envelope functions. We study the Hamiltonians resulting from two different approaches to reducing the Schrödinger equation to a multiband equation. The Hamiltonians in question are called the Luttinger–Kohn (LK) and the Burt–Foreman (BF) Hamiltonian, respectively.

The LK Hamiltonian is found by first using \( k \cdot p \) theory to get an effective-mass equation for a bulk system. This is then extended to a heterostructure by symmetrizing the Hamiltonian with respect to the \( \tilde{k} \) operator. The reason why this is done is to get a hermitian Hamiltonian but it has no physical justification. The BF Hamiltonian is, on the other hand, derived assuming a heterostructure from the beginning using the exact envelope function theory derived by Burt [1].

The four-band BF Hamiltonian written with respect to the total angular momentum \( |JM\rangle \) basis for a zinc-blende crystal structure is given by

\[
\begin{pmatrix}
\frac{2}{3} & \frac{1}{2} & 0 & -\frac{1}{2} \\
0 & -R & S \uparrow \\
\frac{1}{2} & \frac{2}{3} & 0 & \frac{1}{2} \\
-\frac{1}{2} & \frac{2}{3} & 0 & -\frac{1}{2}
\end{pmatrix}
\]

where \( E_v \) is the valence-band offset, and

\[
P' = \frac{1}{2} \left\{ \tilde{k}_x (A + B) \tilde{k}_x + \tilde{k}_y (A + B) \tilde{k}_y + \frac{2}{3}B \tilde{k}_z \right\} + \frac{i}{2} \\
\times \left\{ \tilde{k}_x (C_1 + C_2) \tilde{k}_y - \tilde{k}_y (C_1 + C_2) \tilde{k}_x \right\},
\]

\[
P'' = \frac{1}{6} \left\{ \tilde{k}_x (A + 5B) \tilde{k}_x + \tilde{k}_y (A + 5B) \tilde{k}_y + \frac{4}{3}A + 2B \tilde{k}_z \right\} + \frac{i}{6} \left\{ \tilde{k}_x (C_1 + C_2) \tilde{k}_y - \tilde{k}_y (C_1 + C_2) \tilde{k}_x \right\},
\]

\[
S_{\pm} = \frac{1}{2} \left\{ (\tilde{k}_x \pm i \tilde{k}_y) + (C_1 - C_2) \tilde{k}_z \right\}
\times (C_1 + C_2) \tilde{k}_z - \tilde{k}_z
\]

\[
R = \frac{1}{2\sqrt{3}} \left\{ \tilde{k}_x (A - B) \tilde{k}_x + \tilde{k}_y (A - B) \tilde{k}_y \right\} - \frac{i}{2\sqrt{3}} \\
\times \left\{ \tilde{k}_x (C_1 - C_2) \tilde{k}_y + \tilde{k}_y (C_1 - C_2) \tilde{k}_x \right\},
\]

\[C = \frac{1}{3} \left\{ (\tilde{k}_x - i\tilde{k}_y) (C_1 + C_2) \tilde{k}_z - \tilde{k}_z (C_1 + C_2) (\tilde{k}_x - i\tilde{k}_y) \right\}.
\]

The LK Hamiltonian is readily obtained from the BF Hamiltonian by setting the terms containing \( C_1 + C_2 \) to be zero. To see this notice that, in the bulk case, all the terms proportional to \( C_1 + C_2 \) cancel out and when the resulting Hamiltonian is symmetrized all the terms except the ones proportional to \( C_1 + C_2 \) reappear. For numerical values of the coefficients we used in the calculations see Table 1.

From the above, we can draw two conclusions already.

---

Table 1

<table>
<thead>
<tr>
<th>Material parameters</th>
<th>( E_v ) [eV]</th>
<th>( \gamma_1 )</th>
<th>( \gamma_2 )</th>
<th>( \gamma_3 )</th>
<th>( C_1 + C_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>GaAs [18]</td>
<td>-0.4988</td>
<td>6.85</td>
<td>2.10</td>
<td>2.90</td>
<td>-10.10</td>
</tr>
<tr>
<td>AlAs [18]</td>
<td>0</td>
<td>3.45</td>
<td>0.68</td>
<td>1.29</td>
<td>-1.56</td>
</tr>
<tr>
<td>InP [19]</td>
<td>0</td>
<td>4.95</td>
<td>1.65</td>
<td>2.35</td>
<td>-8.80</td>
</tr>
<tr>
<td>In0.53Ga0.47As [19]</td>
<td>-0.3903</td>
<td>14.03</td>
<td>5.39</td>
<td>6.19</td>
<td>-28.64</td>
</tr>
</tbody>
</table>
First, we observe that for a quantum wire there are differences between BF and LK even at the Brillouin zone center. Second, the difference between the two models is characterized by the step function $C_1 + C_2$ alone such that the models are identical if $C_1 + C_2$ is a constant over the whole structure.

2.2. Boundary conditions

We are only interested in the bound states in the structure so we impose Dirichlet boundary conditions on the outside boundary. The interface boundary conditions are found as follows.

The coefficients in the Hamiltonians are step functions (a different constant in each material) so the differential equations only make sense in the weak formulation. To show how to find the interface boundary conditions compatible with the weak formulation we look at a one-band Hamiltonian for a quantum well oriented in the [100] direction at the zone center, i.e. we have to solve

$$\frac{\partial}{\partial x} A \frac{\partial}{\partial x} \phi = E \phi,$$

for $\phi$ and $E$, where $A$ is a step function. The weak formulation of this problem is to find $\phi$ and $E$ such that

$$\int_{\Omega} \left( \frac{\partial}{\partial x} A \frac{\partial}{\partial x} \phi \right)^2 \, dx = E \int_{\Omega} \left( \frac{\partial}{\partial x} \phi \right)^2 \, dx$$

where the subscript signifies that the functions have compact support. The region $\Omega$ is split into two regions $\Omega_1$ and $\Omega_2$, where $\Omega_1$ is the barrier material and $\Omega_2$ is the well material and $\phi_i$ is the limit of $\phi$ taken from region $\Omega_i$. Using integration by parts we see that

$$\int_{\Omega} \frac{\partial}{\partial x} (\psi A) \frac{\partial}{\partial x} \phi \, dx = -\int_{\Omega} \frac{\partial}{\partial x} \psi A \frac{\partial}{\partial x} \phi \, dx$$

where

$$\int_{\Omega} \psi A \frac{\partial}{\partial x} \phi \, dx = -A_1 \int_{\Omega_1} \frac{\partial}{\partial x} (\psi A) \frac{\partial}{\partial x} \phi \, dx - A_2 \int_{\Omega_2} \frac{\partial}{\partial x} (\psi A) \frac{\partial}{\partial x} \phi \, dx$$

and

$$A_1 = \int_{\Omega_1} \psi A \frac{\partial}{\partial x} \phi \, dx - \int_{\partial_1} n_i \psi \frac{\partial}{\partial x} \phi \, dA - A_1 \int_{\partial_{12}} n_i \psi \frac{\partial}{\partial x} \phi_i \, dA,$$

where $n_i$ is the $x$ component of the outward unit normal and $\partial_{12}$ is the boundary between $\Omega_1$ and $\Omega_2$. With the help of this, we can rewrite Eq. (2) as follows. Find $\phi$ and $E$ such that

$$A_1 \frac{\partial}{\partial x} \phi = E \phi \quad \text{in} \quad \Omega_1, \quad A_2 \frac{\partial}{\partial x} \phi = E \phi \quad \text{in} \quad \Omega_2,$$

with Neumann boundary conditions on the interface between $\Omega_1$ and $\Omega_2$. A similar derivation can be carried out for the four-band Hamiltonians again arriving at Neumann interface boundary conditions.

On the basis of this we can draw the following conclusion. We know that the two Hamiltonians are identical in bulk materials, which gives us that it is only the interface boundary conditions that makes the two models different, and this difference is exactly the extra terms proportional to $C_1 + C_2$. Notice that it is because we have differential operators in front of the step functions that we have this difference. A similarly result was arrived at recently by Boujdaria et al. [20].

2.3. Orientation

In this section we explain how to derive the Hamiltonian for a quantum wire oriented in an arbitrary direction starting from a three-dimensional Hamiltonian. The system we are investigating is an embedded quantum wire oriented along the $z'$ direction (see Fig. 1). We start with the Hamiltonian written in terms of the $x$, $y$, $z'$ basis with respect to the Cartesian coordinate system $x, y, z$ along the [100], [010] and [001] directions respectively:

$$H_{n0}(k) = \sum_{\ell} k_{\ell} D_{n\ell}^{ij} k_{j},$$

where

$$\frac{2m}{\hbar^2} D_{11} = k_x A_{k_x} + k_y B_{k_y} + k_z B_{k_z},$$

$$\frac{2m}{\hbar^2} D_{22} = k_x A_{k_x} + k_y A_{k_y} + k_z B_{k_z},$$

$$\frac{2m}{\hbar^2} D_{33} = k_x B_{k_x} + k_y A_{k_y} + k_z A_{k_z},$$

$$\frac{2m}{\hbar^2} D_{12} = \frac{1}{2} \left[ k_x (C_1 - C_2) k_y + k_y (C_1 - C_2) k_x \right] + \frac{1}{2} \left[ k_x (C_1 + C_2) k_y - k_y (C_1 + C_2) k_x \right].$$

Fig. 1. A quantum wire oriented in the $z'$ direction.
\[ \frac{2m}{\hbar^2} D_{13} = \frac{1}{2} \left[ k_x (C_1 - C_2) k_z + k_y (C_1 - C_2) k_x \right] + \frac{1}{2} \left[ k_x (C_1 + C_2) k_z - k_y (C_1 + C_2) k_x \right], \]

\[ \frac{2m}{\hbar^2} D_{23} = \frac{1}{2} \left[ k_x (C_1 - C_2) k_z + k_y (C_1 - C_2) k_y \right] + \frac{1}{2} \left[ k_x (C_1 + C_2) k_z - k_y (C_1 + C_2) k_y \right]. \]

The rest can be found by using that the Hamiltonian is hermitian.

In order to use the translational symmetry in the \( z' \) direction, we introduce the rotation matrix \( U \) that rotates the \( xyz \) axes onto the \( x'y'z' \) axes:

\[ x'_j = U_{ji} x_i, \quad k'_j = U_{ji} k_i, \]

where

\[ U(\phi, \theta) = \begin{pmatrix} \cos(\phi) \cos(\theta) & \sin(\phi) \cos(\theta) & -\sin(\theta) \\ -\sin(\phi) & \cos(\phi) & 0 \\ \cos(\phi) \sin(\theta) & \sin(\phi) \sin(\theta) & \cos(\theta) \end{pmatrix}. \]

See Fig. 1 for a definition of the angles \( \theta \) and \( \phi \). Using this, we can write the Hamiltonian in terms of the primed coordinate system.

\[ H'_{ab}(\vec{k}') = \sum_{a\delta} \sum_{b\gamma} \sum_{ijf} U_{x'a} U_{y'b} U_{z'i} k_{j'} D^{ab}_{\delta\gamma} k_{j'}, \quad (4) \]

We can now use the translational symmetry to write the envelope functions as follows.

\[ \mathbf{F}(x', y', z') = e^{ik'_z z} \mathbf{F}(x', y'), \]

where \( k'_z \) is a constant. This reduces the model to a two-dimensional problem. The four-band model is found by including the spin-orbit contribution, shifting to the \( JM \) basis and only keeping the heavy and light hole contributions.

To see the influence of the orientation on the difference between the two Hamiltonians, we derive the difference (the terms proportional to \( C_1 + C_2 \)) for an arbitrary orientation. First note that \( D^{ab}_{\delta\gamma} \) is zero except when \( i = \alpha \) and \( j = \beta \) or \( i = \beta \) and \( j = \alpha \), where \( D^{ab}_{\delta\gamma} \) are the terms proportional to \( C_1 + C_2 \) (see Eq. (3)). In addition we note that all the \( D^{ab}_{\delta\gamma} \)'s are equal and the same is true for \( D^{ab}_{\delta\gamma} \). Using this we get

\[ \sum_{a\delta} \sum_{b\gamma} k_{l} U'_{x'a} U'_{y'b} U'_{z'i} k_{j'} D^{ab}_{\delta\gamma} k_{j'} \]

\[ = \sum_{a\delta} \sum_{b\gamma} k_{l} U'_{x'a} U'_{y'b} U'_{z'i} k_{j'} D^{ab}_{\delta\gamma} k_{j'} \]

That is, the difference between the two Hamiltonians is independent of the orientation of the wire. This surprising result can be understood by noting that \([6]\)

\[ C_1 + C_2 = 2(1 + \gamma_1 - 2 \gamma_2 - 3 \gamma_3) = 2(1 + \gamma_1) - 5 \gamma_1 \mu, \]

where the \( \gamma_i \)'s are the Luttinger parameters and \( \mu \) is known as the spherical parameter \([21]\). Hence, the combination \( C_1 + C_2 \), being independent of the parameter \( \delta \) which is responsible for the warping in the valence bands of zincblende materials \([21]\), has spherical symmetry. So if we see a large difference in the energy bands for one orientation, we would expect to find a large difference for any other orientation.

One way of studying the influence of orientation on the band structure is to find the symmetry groups for each orientation. This tells us whether or not we can expect any degeneracy as well as indicate in which cases we can have crossings or anti-crossings between different energy dispersion curves. The degeneracy resulting from symmetry is given by the dimension of the irreducible representations of the point groups, and we expect to see anti-crossings between energy dispersion curves belonging to the same irreducible representations and crossings otherwise. The crystal point groups were found as the subgroups of the zincblende point group \( T_d \) that left the quantum wire unchanged. The point groups for the four-band Hamiltonian were found by checking which rotations and reflections left the Hamiltonian unchanged, again only with respect to the symmetry operations that left the quantum wire unchanged as well. In Table 2, we list the point groups for the four-band Hamiltonian (they are the same for LK and BF). Table 3 shows the crystal point groups for the different orientations and structures. From these two tables, we see that the four-band point groups can be found from the crystal point groups by adding inversions to the group except for the triangular structure. The triangular structure is special because it does not allow inversion.

In Tables 4 and 5, we show the group of wave vector for the four-band Hamiltonian and the crystal, respectively. The group of wave vector is just the subgroup that leaves \( k_z \) unchanged, that is, gives the symmetry away from the zone center, From compatibility table (see Ref. [22], we see that

<table>
<thead>
<tr>
<th>Point groups for the four-band Hamiltonian</th>
<th>(001)</th>
<th>(110)</th>
<th>(111)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Circle</td>
<td>( D_{xh} )</td>
<td>( D_{2h} )</td>
<td>( D_{xh} )</td>
</tr>
<tr>
<td>Square</td>
<td>( D_{xh} )</td>
<td>( D_{2h} )</td>
<td>( C_{2h} )</td>
</tr>
<tr>
<td>Triangle</td>
<td>( C_{2v} )</td>
<td>( C_{2v} )</td>
<td>( C_{3} )</td>
</tr>
</tbody>
</table>
the four-band Hamiltonian may not capture all the physics of a quantum wire oriented in the [110] direction. The reason for this is that a double degenerate state calculated with the four-band Hamiltonian may split if we take into account crystal symmetry ($\Gamma_5 \rightarrow \Gamma_3 + \Gamma_4$ with respect to the $C_s$ group), i.e. group theory tells us that the four-band Hamiltonian has a double degenerate state that split under the reduced crystal symmetry group.

### 3. Results

In this section we present results for the following system characteristics:

- shape (circular, square and triangular),
- orientation ([001], [110], [111]),
- size of the quantum wire (circle with a diameter of 6 and 10 nm) and
- material system (GaAs/AlAs, In$_{0.53}$Ga$_{0.47}$As/InP).

We have made calculations for all possible combinations of these characteristics, but we will only present the most significant results here.

#### 3.1. Shape and orientation

We have studied the three different quantum wire cross-sectional shapes shown in Fig. 2.

The length scales are chosen such that all the shapes have the same cross-sectional area and the triangle is equilateral.

In Fig. 3, we show results for GaAs/AlAs quantum wires oriented in the [001] direction. We see that the shape has no significant influence on the difference between the band structures calculated with the two Hamiltonians and within the part of the Brillouin zone shown the difference is at most 10 meV. Notice also that there is a difference between the two models at the Brillouin zone center.

When we compare the dispersion curves for the circle and the square, we see that they are more or less the same.

#### Table 4

<table>
<thead>
<tr>
<th>Groups of the wave vector for the four-band Hamiltonian</th>
<th>[001]</th>
<th>[110]</th>
<th>[111]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Circle</td>
<td>$C_{4v}$</td>
<td>$C_{2v}$</td>
<td>$C_{3v}$</td>
</tr>
<tr>
<td>Square</td>
<td>$C_{4v}$</td>
<td>$C_{2v}$</td>
<td>$C_i$</td>
</tr>
<tr>
<td>Triangle</td>
<td>$C_s$</td>
<td>$C_i$</td>
<td>$C_3$</td>
</tr>
</tbody>
</table>

This is in accordance with the group Tables 2 and 4 which show that they have the same symmetry. When we look at the dispersion curves for the triangle, we see a marked difference from the circle and the square, even have a splitting of the degeneracy away from $k_z = 0$. This is because we do not have inversion symmetry in this case and it is also apparent from the symmetry group tables.

We have also carried out calculations for the following three orientations, [001], [110] and [111], and the results of these calculations are shown in Fig. 4. The wire chosen was a GaAs/AlAs circular quantum wire with a 6 nm diameter.

We see, as was expected, that the orientation has no discernible influence on the difference between the results obtained with the two Hamiltonians. Again we see a difference of at most 10 meV between BF and LK.

We also observe that in the [001] and [111] direction the dispersion curves cross whereas in the [110] direction they do not cross. This can be explained with the help of the group table. Here we see that the symmetry group for the [110] directions only have one irreducible representation compatible with spin 1/2, so we would expect to see crossings. The groups for the [001] and [111] directions have, on the other hand, more than one irreducible representation and we would, because of that, expect to see anti-crossings.

#### 3.2. Size and material system

In Fig. 5, we show results for GaAs/AlAs circular quantum wires with diameters of 6 and 10 nm, respectively.

We notice that the difference between the two models does depend on the size of the quantum wire. This is in agreement with the results by Pokatilov et al. [5]. In the case of the wire with a 6 nm diameter, the difference is up to 10 meV, whereas in the 10 nm case the difference is only up to 4 meV. The reason for this is that as the size of the wire is decreased the envelope function will feel the interface more and more (see Fig. 5(b)). And, as we mentioned in Section 2, it is only the interface boundary conditions that differ from model to model. We also see that the spacing between dispersion curves is larger for the smaller structure compared to the larger structure. This is a well-known confinement effect.

In Fig. 6, we show energy dispersion curves for two different material systems, GaAs/AlAs and In$_{0.53}$Ga$_{0.47}$As/InP. The material parameters are given in Table 1 and the coefficients that are used in the Hamiltonians are given in terms of the Luttinger parameters as follows [6]:

### Table 3

<table>
<thead>
<tr>
<th>Crystal point groups</th>
</tr>
</thead>
<tbody>
<tr>
<td>[001]</td>
</tr>
<tr>
<td>Circle</td>
</tr>
<tr>
<td>Square</td>
</tr>
<tr>
<td>Triangle</td>
</tr>
</tbody>
</table>

### Table 5

<table>
<thead>
<tr>
<th>Crystal groups of the wave vector</th>
</tr>
</thead>
<tbody>
<tr>
<td>[001]</td>
</tr>
<tr>
<td>Circle</td>
</tr>
<tr>
<td>Square</td>
</tr>
<tr>
<td>Triangle</td>
</tr>
</tbody>
</table>
From the dispersion curves shown, we see that the difference between the LK and the BF Hamiltonians depends strongly on the material system. For the In$_{0.53}$Ga$_{0.47}$As/InP quantum wire, there is a difference of up to 30 meV compared with a difference of only up to 4 meV for the GaAs/AlAs quantum wire. The reason for this is, as we mentioned in Section 2, that the difference between the two models is characterized by the step function $C_1 + C_2$ alone and it also only depends on the interface boundary conditions. From these two facts we can infer that the difference is characterized by the difference in $C_1 + C_2$ between the two materials. And from Table 1, we see that this difference is 19.84 for the In$_{0.53}$Ga$_{0.47}$As/InP system, whereas it is only 8.54 for the GaAs/AlAs system.

4. Conclusion

We have presented a general way to derive a multiband Hamiltonian, that uses the translational symmetry, for a quantum wire with an arbitrary orientation starting from a three-dimensional multiband Hamiltonian. This was used to show that the difference between the LK and the BF Hamiltonians is invariant with respect to orientation. We have also shown calculated dispersion curves for quantum wires with different shapes, orientations, sizes and different materials composition. These reveal that the difference...
between LK and BF is more or less independent of shape and orientation but it does depend on the size of the structure and the material composition. We saw that the smaller the structure and the larger the difference in $C_1 + C_2$ between the two materials the more of a difference was observed. In addition to this, we also presented the symmetry groups for the different systems under investigation both for the four-band Hamiltonian and for the crystal. This was used to describe some of the results obtained with the four-band Hamiltonians.
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