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The classical Fourier law of heat conduction and consequent mathematical models constructed on the basis of parabolic partial differential equations (PDEs) provide good approximations for the description of temperature dynamics in a wide range of engineering applications. However, this approach assumes an instantaneous propagation of thermal disturbances to infinitely remote regions. This assumption is physically unrealistic [1] and, in a number of practically important situations, may lead to an inadequate description of heat conduction [2–10] (see also references therein).

A finite speed of thermal disturbances can be taken into account by using models with a thermal relaxation time. These models are based on hyperbolic-type equations for temperature and are closely connected with the theories of second sound, which view heat propagation as a wavelike phenomenon.

The literature dedicated to hyperbolic thermoelastic models is quite large, and its detailed review can be found in [2, 5]. The majority of the work in this field has been devoted to various aspects of linear models with a few noticeable exceptions where the nonlinear influence of temperature on thermomechanical field was analyzed (see [3, 4, 6, 9, 11, 12] and references therein).

Despite the extensive research in hyperbolic thermoelasticity carried out during past decades, there remain some important issues for further investigation. Two of them are pursued in the present article. First, by an appropriate modification of the spectral analysis performed in [13], we investigate the spectra of decay rates and frequency shifts of temperature and displacement in a thermoelastic rod using two classical linear models of hyperbolic thermoelasticity. Second, we study numerically the effects of the nonlinearity and relaxation time with a general nonlinear model. Most of the contributions to the study of nonlinear models have concentrated on important theoretical issues, such as existence and uniqueness of solutions, and on identifying the conditions leading to smooth or singular solutions. Only a few papers report numerical results showing distributions of displacement and temperature in a nonlinear thermoelastic body [14, 15]. Using simple sinusoidal waves generated initially in a rod, we demonstrate important effects of the relaxation time and nonlinear interaction between thermal and mechanical fields.

It is well known (see, e.g., [16, 17]) that the nonlinear equation for a longitudinal displacement $u$ in an elastic bar $\frac{\partial^2 u}{\partial t^2} = \frac{\partial}{\partial x}[\sigma(\frac{\partial u}{\partial x})]$ ($\sigma$ is the $\frac{\partial u}{\partial x}$-dependent stress) may lead to a singular solution even for smooth initial data. However, in the case of coupled thermoelasticity the formation of singularities may be suppressed by the dissipative mechanism of heat conduction [18]. On the other hand, if the initial amplitudes of displacement and temperature are sufficiently large, the opposite situation occurs where the damping through heat conduction is not strong enough to guarantee a smooth solution. In this case the role of thermal relaxation increases to a great extent because this factor is the most important for rapidly changing temperature fields.

In the literature addressing linear theories with relaxation time, most attention is given to the models formulated by Lord and Schulman (LS) [19] and Green and Lindsay (GL) [20]. Both models are encompassed by a single system of equations
that is written here for the case of a homogeneous isotropic medium:

\[
\begin{align*}
\rho \frac{\partial^2 \mathbf{u}}{\partial t^2} - \mu \Delta \mathbf{u} - (\lambda + \mu) \nabla \cdot \mathbf{u} - \beta \left( 1 + t_1 \frac{\partial}{\partial t} \right) \nabla \theta &= 0 \\
\rho c(t_2 + t_0) \frac{\partial^2 \theta}{\partial t^2} + \rho c \frac{\partial \theta}{\partial t} - K \Delta \theta - \beta T_0 \left( \frac{\partial \mathbf{u}}{\partial t} + t_0 \frac{\partial^2 \mathbf{u}}{\partial t^2} \right) &= 0
\end{align*}
\]

(1)

where \(t_0, t_1, \) and \(t_2\) are the thermal relaxation times, \(\rho\) is the density of the material, \(\mu\) and \(\lambda\) are Lamé coefficients, \(K\) is the coefficient of heat conduction, \(\beta = -\beta \equiv (3\lambda + 2\mu)\chi_T\) is the coupling (thermal pressure) coefficient, \(\chi_T\) is the coefficient of thermal expansion, and \(T_0\) is the reference temperature. The LS model follows from Eq. (1) by setting \(t_1 = t_2 = 0\) and the GL model by setting \(t_0 = 0\).

The linear hyperbolic models such as Eq. (1) have been studied intensively [13, 21–24]. Recently Suh and Burger [13] presented a spectral analysis of Eq. (1), performed in the spirit of Nowacki [25]. They considered a harmonic plane wave and derived a characteristic equation involving wave number \(k\) and frequency \(\omega\). The equation can be resolved in two ways, one leading to a result in the form of a function \(k = k(\omega)\) and the other leading to a result in the form \(\omega = \omega(k)\). In [13] the former approach was used and the resultant wave number \(k\) was complex. Thus, the Fourier mode \(\exp(ikx)\) grows infinitely as \(x \to \pm \infty\) depending on the sign of \(k\).

This makes the approach used in [13] unsuitable for a study of the physically important dynamics of localized disturbances of the trivial state \(\mathbf{u} \equiv 0, \theta \equiv 0\). The study reduces to the analysis of the time behavior of components of Fourier integrals representing the disturbances. As long as \(\exp(ikx)\) represents the Fourier mode, it should involve a real wave number. We address this issue in the second section of the present article, where we focus on how the frequencies and decay rates depend on \(k\).

A nonlinear generalization of the model (1) is written as

\[
\begin{align*}
\rho \frac{\partial^2 \mathbf{u}}{\partial t^2} - \mu \Delta \mathbf{u} - (\lambda + \mu) \nabla \cdot \mathbf{u} - \beta \left( 1 + t_1 \frac{\partial}{\partial t} \right) \nabla \theta &= \mathbf{F}_1(\mathbf{u}, \theta) \\
\rho c(t_2 + t_0) \frac{\partial^2 \theta}{\partial t^2} + \rho c \frac{\partial \theta}{\partial t} - K \Delta \theta - \beta T_0 \left( \frac{\partial \mathbf{u}}{\partial t} + t_0 \frac{\partial^2 \mathbf{u}}{\partial t^2} \right) &= \mathbf{F}_2(\mathbf{u}, \theta)
\end{align*}
\]

(2)

where the nonlinear operators \(\mathbf{F}_1\) and \(\mathbf{F}_2\) are determined by the constitutive relations that couple stresses, deformation gradients (strains), temperature, and heat fluxes. In the third section of the present article we explore model (2) corresponding to the GL model with the operators \(\mathbf{F}_1\) and \(\mathbf{F}_2\) derived by Maugin and his collaborators (see [14] and references therein).

The recent works [14] and [15] are dedicated to one-dimensional nonlinear thermoelasticity without a relaxation time. The boundary condition for displacement was chosen in these works in the form of sinusoidal oscillations. The boundary condition for temperature was chosen in [14] in the form of oscillations fitted to displacement in a special way in order to provide a traveling wave solution. Note that such a setting was viewed by the authors of [14] as a problem about harmonic
waves with no thermal boundary condition. We believe, however, that this interpretation just reflects the fact that an arbitrary thermal boundary condition cannot be imposed once the form of the solution is stipulated. In [15] the thermal boundary condition had the form of a proportionality between the heat flux and temperature.

Our choice in this article is to consider spatially periodic waves in a rod. There are several reasons in favor of such a consideration. In the linear case the spatially periodic (harmonic) waves play a key role in the description of the behavior of arbitrarily shaped initially localized disturbances of temperature and displacements. Indeed, due to the linear nature of the model, each Fourier mode can be studied separately from the others; therefore, in this situation, it suffices to consider a harmonic wave with an arbitrary wave number. In the nonlinear case, (thermo-) elastic rods have become an important nontrivial object of studies since the time of classical works on nonlinear elasticity [26]. At present, dynamic rod models are used in many important applications ranging from classical mechanics [27] to the study of basic properties of DNA and bimolecular structures [28]. In this article we limit our consideration to the infinite rod mainly because such an object has no boundary (although, from a mathematical point of view, it can be said that it is subjected to a periodic boundary condition). In this view, it presents a convenient case for the theoretical study of the dynamics free from external influences [29]. It is assumed that in describing the unstressed shape of the rod the energy penalty in deviating from that unstressed shape can be defined according to the standard procedures [30]; we will not consider these issues here.

LINEAR MODELS: SPECTRAL ANALYSIS

In this section we consider the evolution of small disturbances of displacement and temperature. Being small, these obey the linear equations (1). In contrast to the case considered in [13], we assume the wave number \( k \) to be real.

We start our spectral analysis with the LS model before examining the GL model:

\[
\begin{align*}
\rho \frac{\partial^2 u}{\partial t^2} - (\lambda + 2\mu) \frac{\partial^2 u}{\partial x^2} - \beta \frac{\partial \theta}{\partial x} &= 0 \\
\rho c t_0 \frac{\partial^2 \theta}{\partial t^2} - t_0 T_0 \beta \frac{\partial^3 u}{\partial t^3} + \rho c \frac{\partial \theta}{\partial t} - T_0 \beta \frac{\partial^2 u}{\partial x \partial t} - K \frac{\partial^2 \theta}{\partial x^2} &= 0
\end{align*}
\]

(3)

Nondimensionalizing with respect to the scales

\[
\tilde{u} = \frac{u}{K c \sqrt{\rho (\lambda + 2\mu)}} \quad \tilde{\theta} = \frac{\theta}{T_0} \quad \tilde{x} = \frac{x}{K c \sqrt{\rho (\lambda + 2\mu)}} \quad \tilde{t} = \frac{t}{K c (\lambda + 2\mu)}
\]

(4)

and defining nondimensional parameters

\[
\tau = \frac{t_0 c (\lambda + 2\mu)}{K} \quad \beta_1 = \frac{\beta T_0}{\lambda + 2\mu} \quad a = \frac{\beta}{\rho c}
\]

(5)
we transform model (3) into the form

\[
\begin{align*}
\frac{\partial^2 u}{\partial t^2} - \beta_1 \frac{\partial \theta}{\partial x} &= 0 \\
\frac{\partial^2 \theta}{\partial t^2} - \beta_1 \frac{\partial \theta}{\partial x} &= 0
\end{align*}
\] (6)

For simplicity, hereafter we use the same notation for the dimensionless quantities as we used earlier for the dimensional quantities.

Once the problem is linear it is sufficient to consider the harmonic disturbances

\[ u = U \exp(\omega t + ikx) \quad \theta = \Theta \exp(\omega t + ikx) \] (7)

Inserting Eq. (7) into model (6) we get the homogeneous system of algebraic equations for their amplitudes, \( U \) and \( \Theta \).

\[
\begin{align*}
(\omega^2 + k^2)U - ik\beta_1 \Theta &= 0 \\
(-ak\omega - a\omega^2 k)iU + (\tau \omega^2 + \omega + k^2)\Theta &= 0
\end{align*}
\] (8)

Equation (8) has a nontrivial solution only if \( \omega \) satisfies the characteristic equation

\[
\tau \omega^4 + \omega^3 + (\tau + 1 + \beta_1 a\tau)k^2 \omega^2 + (1 + \beta_1 a)k^2 \omega + k^4 = 0
\] (9)

First we investigate under what conditions we may obtain nondecaying dynamics. We assume that the values of the constants are such that the real part of \( \omega \) is zero. Substituting \( \omega = i\omega_1 \), where \( \omega_1 \) is the imaginary part of \( \omega \), into Eq. (9) yields

\[
\tau \omega_1^4 - i\omega_1^3 - (\tau + 1 + \beta_1 a\tau)k^2 \omega^2 + (1 + \beta_1 a)k^2 i\omega_1 + k^4 = 0
\] (10)

Equating the imaginary and real parts of Eq. (10) to zero we get

\[
\omega_1^2 = (1 + \beta_1 a)k^2 \quad \tau \omega_1^4 - (\tau + 1 + \beta_1 a\tau)k^2 \omega_1^2 + k^4 = 0
\] (11)

Now, substituting the first equality into the second and making simple rearrangements we obtain

\[ a\beta_1 = 0 \] (12)

In view of Eqs. (5) this relation is equivalent to \( \beta = 0 \), which means that displacement and temperature are decoupled from each other, that is, \( a = \beta_1 = 0 \). In this case, the dispersion relation, in accord with Eqs. (11), writes

\[ \omega = \pm ik \] (13)

Hence, the system (8) is satisfied by arbitrary \( U \) and \( \Theta = 0 \). This solution represents the usual elastic waves.
Now we take into account the coupling and assume the parameter $\beta$ to be small enough so that $a\beta_1 \ll 1$. Taking into account that the parameters $a$ and $\beta_1$ enter the characteristic equation (9) only in combination $a\beta_1$, we seek its solution as an expansion in the small parameter $p = a\beta_1$ about the solution (13):

$$\omega = \pm i(k + \alpha_ip + O(p^2)) + \alpha_rp + O(p^2) \quad (14)$$

where $\alpha_i$, $\alpha_r$ are real constants. Substituting Eq. (14) into Eq. (9) and equating to zero the real and imaginary parts of the linear terms in $a$ we obtain a pair of linear equations for $\alpha_i$ and $\alpha_r$:

$$\begin{align*}
(\tau - 1)2k^3\alpha_i - 2k^2\alpha_r &= \tau k^4 \\
-2k^2\alpha_i + (1 - \tau)2k^3\alpha_r &= -k^3
\end{align*} \quad (15)$$

The solution of Eqs. (15) is

$$\alpha_i = \frac{\tau k[k^2(\tau - 1)^2 + 1] - k}{2(\tau - 1)[k^2(\tau - 1)^2 + 1]} \quad \alpha_r = -\frac{k^2}{2k^2(\tau - 1)^2 + 2} \leq 0$$

The nonpositiveness of $\alpha_r$ implies that both temperature and displacement decay. This vividly demonstrates the damping effect (via the coupling constant $\beta$) of the thermal field on the elastic wave. To illustrate the dependencies of $\alpha_i$ and $\alpha_r$ with $k$ we use the parameters typical for steel [23]:

$$\begin{align*}
\tilde{\beta} &= 3.34 \times 10^4 \text{ kg/K/cm/s}^2 & \lambda + 2\mu &= 1.99 \times 10^9 \text{ kg/cm/s}^2 \\
\rho &= 7.82 \times 10^{-3} \text{ kg/cm}^3 & c &= 4.61 \times 10^6 \text{ cm}^2/\text{K/s}^2 \\
K &= 1.7 \times 10^3 \text{ kg cm/K/s}^2
\end{align*}$$

The typical relaxation time for metals is, by the order of magnitude [2],

$$t_0 = 10^{-15} - 10^{-13} \text{ s}$$

Substituting these values into model (5) gives $a = -0.926$, $\beta_1 = -5.035 \times 10^{-3}$, and $\tau = 0.005 - 0.5$. We observe that for this material the parameter $p = a\beta_1$ is small indeed.

The plot $\alpha_r$ versus $k$ is shown in Figure 1, which demonstrates that short waves decay at the same rate whereas long waves decay slowly with the decay rate going to zero in the limit $k \to 0$. Specifically, we have, for the long waves, $\alpha_r \sim -k^2/2$ as $k \to 0$ and, for the short waves, $\alpha_r \sim -1/[2(\tau - 1)^2]$ as $k \to \infty$. The respective asymptotics of the frequency shift $\alpha_i$ (see Figure 1) are $\alpha_i \sim k/2$ as $k \to 0$ and $\alpha_i \sim -\tau k/2(1 - \tau)$, as $k \to \infty$. 
Within the GL model the linear dynamics is described by the system

\[
\begin{cases}
\frac{\partial^2 u}{\partial t^2} - \frac{\partial^2 u}{\partial x^2} - \beta_1 \frac{\partial \theta}{\partial x} - \beta_1 \tau_1 \frac{\partial^2 \theta}{\partial x \partial t} = 0 \\
\tau_2 \frac{\partial^2 \theta}{\partial t^2} + \frac{\partial \theta}{\partial t} - a \frac{\partial u}{\partial x \partial t} - \frac{\partial^2 \theta}{\partial x^2} = 0
\end{cases}
\]  

(16)

where

\[
\tau_1 = \frac{t_1 c(\lambda + 2\mu)}{K} \quad \tau_2 = \frac{t_2 c(\lambda + 2\mu)}{K}
\]

The characteristic equation in this case has the form

\[
\tau_2 \omega^4 + \omega^3 + (\tau_2 + 1 + \beta_1 a \tau_1)k^2 \omega^2 + (1 + \beta_1 a)k^2 \omega + k^4 = 0
\]  

(17)

As in the previous case we start from the assumption that the parameter values ensure that the real part of \( \omega \) is zero. This leads to a relation

\[
x \beta_1 [(\tau_2 - \tau_1)(1 + a \beta_1) - 1] = 0
\]  

(18)

Green and Lindsay [20] presented thermodynamical arguments leading to the inequality \( \tau_1 \geq \tau_2 \). Consequently, since \( a \beta_1 \geq 0 \), the combination in the square brackets is strictly negative and thus Eq. (18) can be met only if \( a \beta_1 = 0 \), which corresponds to decoupled fields. Taking the coupling into account by assuming \( a \beta_1 \neq 0 \).
to be a small positive value, we again seek the frequency in the form (14). This leads to

\[
\alpha_i = \frac{\tau_1 k [k^2 (\tau_2 - 1)^2 + 1] - k (1 + \tau_1 - \tau_2)}{2 (\tau_2 - 1) [k^2 (\tau_2 - 1)^2 + 1]}
\]

\[
\alpha_r = \frac{-k^2 (1 + \tau_1 - \tau_2)}{2k^2 (\tau_2 - 1)^2 + 2} \leq 0
\]

The value \(\alpha_r\) is nonpositive and, consequently, temperature and displacement exponentially decay. The dependencies of \(\alpha_i\) and \(\alpha_r\) versus \(k\) are illustrated in Figure 2. It is easy to write out the asymptotics \(\alpha_r \sim -k^2 (1 + \tau_1 - \tau_2)/2\) as \(k \to 0\), \(\alpha_r \sim -(1 + \tau_1 - \tau_2)/[2(\tau - 1)^2]\) as \(k \to \infty\); and \(\alpha_i \sim k/2\) as \(k \to 0\), \(\alpha_i \sim -\tau_1 k/2/(1 - \tau_2)\) as \(k \to \infty\).

It is worth remarking that in the particular case \(\tau = \tau_1 = \tau_2\) the frequencies and decay rates obtained with the LS and GL models coincide with each other.

**NONLINEAR MODEL: NUMERICAL EXPERIMENTS**

When disturbances are not small one has to allow for nonlinear effects. In this section we study a nonlinear model obtained by a superposition of the linear GL hyperbolic model and the nonlinear mono-mode model [14] (see details therein):

\[
\begin{aligned}
&\frac{\partial^2 u}{\partial t^2} - \frac{\partial^2 u}{\partial x^2} + 1 + 2\gamma \frac{\partial u}{\partial x} + 3\delta \left( \frac{\partial u}{\partial x} \right)^2 - \beta_1 \frac{\partial \theta}{\partial x} - \beta_1 \tau_1 \frac{\partial^2 \theta}{\partial x \partial t} - \beta_2 \frac{\partial}{\partial x} \left( \frac{\partial u}{\partial x} \theta \right) = 0 \\
&\tau_2 \frac{\partial^2 \theta}{\partial t^2} + \frac{\partial \theta}{\partial t} - a \frac{\partial u}{\partial x} - \frac{1}{2} b \left( \frac{\partial u}{\partial x} \right)^2 - \frac{\partial}{\partial x} \left( \left( 1 + \alpha \frac{\partial u}{\partial x} \right) \frac{\partial \theta}{\partial x} \right) = 0
\end{aligned}
\]

(19)

where \(\alpha, \gamma, \delta, \beta_2,\) and \(b\) are constants.

![Figure 2](image-url)

**Figure 2.** Frequency \(\alpha_i\) and decay rate \(\alpha_r\) in the GL model (6) with \(\tau_1 = 0.01, \tau_2 = 0.005\).
We introduce fields of velocity and rate of change of temperature as
\[ v = \frac{\partial u}{\partial t}, \quad q = \frac{\partial \theta}{\partial t} \]

Then we seek the solution to system (19) in the form of the Fourier series
\[
\begin{align*}
u &= \sum_{n=-\infty}^{\infty} U_n(t)e^{inkx} \\
\theta &= \sum_{n=-\infty}^{\infty} \Theta_n(t)e^{inkx} \\
q &= \sum_{n=-\infty}^{\infty} Q_n(t)e^{inkx}
\end{align*}
\]
(20)

Substituting Eqs. (20) into system (19) and equating coefficients of \(\exp(inkx)\) lead to an infinite system of coupled ordinary differential equations for the amplitudes of the Fourier modes
\[
\begin{align*}
\frac{dU_n}{dt} &= V_n \\
\frac{dV_n}{dt} &= -(nk)^2 U_n - 2\gamma k^2 \sum_{m=-\infty}^{\infty} m(n - m)^2 U_m U_{n-m} \\
&\quad + 3\delta k^4 \sum_{m,l=-\infty}^{\infty} ml(n - m - l)^2 U_m U_l U_{n-m-l} \\
&\quad + \beta_1 ink \Theta_n - \beta_2 k^2 \sum_{m=-\infty}^{\infty} m^2 U_m \Theta_{n-m} \\
&\quad - \beta_2 k^2 \sum_{m=-\infty}^{\infty} m(n - m)U_m \Theta_{n-m} + \beta_1 \tau_1 ink Q_n \\
\frac{d\Theta_n}{dt} &= Q_n \\
\tau_2 \frac{dQ_n}{dt} &= -Q_n + aink V_n - bk^2 \sum_{m=-\infty}^{\infty} m(n - m)U_m V_{n-m} \\
&\quad - \alpha k^3 i \sum_{m=-\infty}^{\infty} m^2(n - m)U_m \Theta_{n-m} - k^2 n^2 \Theta_n \\
&\quad - \alpha k^3 i \sum_{m=-\infty}^{\infty} m(n - m)^2 U_m \Theta_{n-m}
\end{align*}
\]
(21)

The system (21) was truncated to a finite number of modes, typically 32, and integrated in time using the fourth-order Runge-Kutta method.

Before proceeding to the study of the thermomechanical system, we conducted some numerical tests. In particular, we made sure that the numerical code well reproduced an exact traveling wave solution of the linearized system (19) with
\[ \beta_1 = \gamma = \delta = \beta_2 = b = \alpha = 0, \ a \neq 0 \]

\[
\begin{align*}
  u &= A \sin(k(x - t)) \\
  \theta &= \frac{(1 - \tau_2)aAk^2}{(1 - \tau_2)^2k^2 + 1} \sin(k(x - t)) + \frac{aAk}{(1 - \tau_2)^2k^2 + 1} \cos(k(x - t))
\end{align*}
\]  \tag{22}

Figure 3, where both the numerical solution and exact solution (22) for \( A = 10.0, a = -0.926, k = 0.05, \tau_2 = 0.005 \) are presented, confirms that there is practically no discrepancy between the numerical and exact solutions. We exploit Eqs. (22) to set the initial conditions for our nonlinear problem.

Strictly speaking the parameters \( \beta_1 \) and \( a \) must equal or not equal zero simultaneously; see Eqs. (5). But the example for steel in the second section shows that the value \( \beta_1 \) is relatively small and the respective term can be neglected (note that a similar assumption was applied in [14] where, however, no relaxation time was taken into account).

A number of other tests were also conducted to ensure that the numerical code correctly allows for the nonlinear terms. Specifically, Eqs. (19) were supplied by forcing functions \( f(x, t) \) and \( g(x, t) \) that provide a prescribed analytic form for the solution. Then the analytic and numerical solutions were compared with each other. For example, a test was performed with the exact solution \( u = (1 + A/N \sin(kx - \omega t))^N, \ \theta = C \cos(kx - \omega t) \) for constant integer \( N \) and real constants \( A \) and \( \omega \). Having substituted these expressions into system (19) we calculated the necessary forcing functions \( f \) and \( g \). Note that the cubic nonlinearity in system (19) generates \( 3N \) modes after decomposition into the Fourier series. Consequently, the functions \( f(x, t) \) and \( g(x, t) \) are quite cumbersome even for the case \( N = 3 \), being composed of \( 3N = 9 \) modes. Since we have both cosines and sines in the series, this gives 18 terms. The exact and numerical solutions in the tests coincided no worse than in the preceding example for the linear wave (22).

Figure 3. The wave (22) provides initial conditions for the nonlinear problem.
Our first task is to observe how the shape of the wave (22) transforms with time as the amplitude $A$ is increased and, consequently, the nonlinear effects become more important. We should bear in mind that the set of initial conditions also includes initial values of time derivatives of temperature and of displacement. We assume these initial values change proportionally to the initial amplitudes from experiment to experiment.

It is convenient to scale displacement and temperature so that their scaled values satisfy the same initial conditions. The scaled variables $u'$ and $\theta'$ are defined as $u = \varepsilon u'$, $\theta = \varepsilon \theta'$, where $\varepsilon$ is a positive factor. This leads to the system for $u'$ and $\theta'$

$$
\begin{aligned}
\frac{\partial^2 u'}{\partial t^2} - \frac{\partial^2 u'}{\partial x^2} &+ 1 + 2\varepsilon \frac{\partial u'}{\partial x} + 3\varepsilon^2 \left(\frac{\partial u'}{\partial x}\right)^2 \\
- \beta_1 \frac{\partial \theta'}{\partial x} - \beta_1 \tau_1 \frac{\partial^2 \theta'}{\partial x \partial t} - \beta_2 \varepsilon \frac{\partial}{\partial x} \left(\frac{\partial u'}{\partial x}\right)^2 &= 0
\end{aligned}
$$

where

$$
\gamma' = \varepsilon \gamma, \quad \delta' = \varepsilon^2 \delta, \quad \beta_1' = \beta_1, \quad \beta_2' = \varepsilon \beta_2, \quad a' = a, \quad b' = \varepsilon b, \quad \varepsilon' = \varepsilon \varepsilon
$$

If $\varepsilon$ is infinitely small, then the nonlinear terms in system (23) are negligible compared to the linear terms and, in the zero-order approximation in $\varepsilon$, we recover the linear system.

The linear system (23) has an exact solution (22) in which $u$ and $\theta$ should be replaced by $u'$ and $\theta'$. This solution obviously represents a wave that keeps its shape. This fact makes such a wave an attractive candidate for the initial conditions in our nonlinear problem. Thus, our initial conditions are chosen to be

$$
\begin{aligned}
u'(x, 0) &= A \sin(kx) \\
\theta'(x, 0) &= \frac{(1 - \tau_2)Ak^2}{(1 - \tau_2)^2k^2 + 1} \sin(kx) + \frac{Ak}{(1 - \tau_2)^2k^2 + 1} \cos(kx)
\end{aligned}
$$

In the course of the numerical experiments we will demonstrate how the sinusoidal wave is deformed by the nonlinearities. Any alterations in $\varepsilon$ not only lead to a change in the initial amplitudes of $(u, \theta)$ but also to a proportional change in their time derivatives. Thus, depending on the magnitude of $\varepsilon$ we obtain a range of initial conditions for our problem in terms of $(u, \theta)$. By increasing $\varepsilon$, we amplify the influence of nonlinearities in the system (23).
It is well known that large-amplitude (nonlinear) waves degenerate into nonsmooth solutions [31, 32]. As is demonstrated by Eqs. (22) this is not the case for the small-amplitude (linear) wave. Now we take into account that $\beta_1$ is not exactly zero, albeit small. Then the actual linear solution starting from the profile (22) decays, not to mention that no singularity emerges. Because $\beta_1$ is nonzero, it does participate in the linearized model and is more significant than the nonlinear terms, which can always be made infinitesimal by making $\epsilon$ sufficiently small. The coefficient $\beta_1$ has its effect over a sufficiently long period of time, causing the wave to decay slowly. Thus, the steady wave (22) should be considered an approximation of the actual decaying solution considered in the second section.

For sufficiently large values of $\epsilon$, the nonlinearities come into action dominating over the linear terms and leading to the formation of discontinuity. To demonstrate the nonlinear effects we present the solution of system (23) in the form of three-dimensional graphs showing the time evolution of the whole spatial profiles of displacement and temperature. The two-dimensional plot near each three-dimensional plot shows the profile at some moment $t_\star$ when the computational experiment was stopped. If the experiment was continued, the profiles would become rippled, indicating that the number of modes (32 in our work) is no longer sufficient to represent the solution accurately. For visual convenience, we plot two periods of the profiles. Thus, left-, middle-, and right-hand points of each graph correspond to the same physical point. The coefficients near the linear terms we used for the computations were $a = -0.926$ and $\beta_1 = -5.035 \times 10^{-3}$, which are typical nondimensional coefficients for steel (see the second section). The rest of the coefficients were scaled, respectively, from data presented in [14]: $\gamma = 1.0$, $\delta = 0.5$, $\beta_2 = 0.001$, $b = 0.1$, $\alpha = 1.0$. Results, with the wave number $k = 0.05$ are obtained using 32 Fourier modes.

First we present (Figures 4 to 6) the dynamics of the thermoelastic rod under different degrees of nonlinearity and fixed relaxation times $\tau_1 = \tau_2 = \tau = 0.005$. Figure 4 ($\epsilon = 1$) demonstrates a sharpening of certain sections of the displacement and temperature profiles caused by nonlinearities. Thus, both profiles gradually approach nonsmooth forms with discontinuous derivatives. Starting from sinusoidal waves shown in Figure 3, the displacement and temperature distributions are transformed into distinctly different shapes according to the laws governing their coupled dynamics. Figure 5 ($\epsilon = 5.0$) and Figure 6 ($\epsilon = 15.0$) demonstrate the increasing influence of nonlinearities. We observe that the dynamics are characterized by the splitting of the peak of the temperature profile and almost a triangular shape of the displacement profile. We emphasize that, with the nonlinear effects coming into play, the solution approaches the nonsmooth form faster. Consequently, we have to shorten the numerical experiment by decreasing the limiting time $t_\star$.

Our second group of nonlinear computations concerns the influence of the relaxation time on the nonlinear dynamics of the thermoelastic body. The range of reported values of the relaxation time for different materials is quite wide: $t_0 = (10^{-15} - 10^{-10})$ sec [2]. When going from material to material, not only do $\tau$, $\tau_1$, and $\tau_2$ change but so also do all the other coefficients of the thermoelastic equations. Regrettably, among those, only the values of the coefficients near the linear terms are well tabulated in literature and no reliable data is available on
the coefficients of the nonlinear terms. With this in mind, we explored how the relaxation time affects the solution provided that the rest of the parameters are fixed. The initial conditions for this series of computations were again taken in the form shown in Figure 3. After nondimensionalizing based on the characteristics of steel, the preceding interval for $t_0$ converts into $\tau = 5 \times 10^{-3} - 5 \times 10^2$. In this series of numerical experiments we adopted $\tau_1 = \tau_2 = \tau$ and used fixed $\varepsilon = 1$.

It should be stressed that, once the nonlinear effects produce discontinuous solutions, the relaxation time should be inevitably important in the areas where the discontinuity is about to form. However, because of computational difficulties we are unable to approach this situation very closely. In order to see what qualitative consequences may arise from the effect of the thermal relaxation we modeled a somewhat artificial, atypical for metals, situation using extremely large values of the relaxation time $\tau = 5$ and $\tau = 500$.

Figure 4. Displacement and temperature dynamics in the weakly nonlinear case $\varepsilon = 1.0$. 
Figure 7 shows the profiles of displacement and temperature at the moment $t_\approx 32.5$ in the experiment with moderate relaxation time $\tau = 5.0$. There are minor differences between these profiles and the profiles at the same moment of time in Figure 4, where $\tau = 0.005$. But for a much larger relaxation time $\tau = 500.0$ (Figure 8) the temperature profiles are nearly sinusoidal during the whole experiment.

To understand the mechanism controlling the dynamics in these sets of experiments (for different degrees of nonlinearity and different relaxation times) we estimate the terms included in system (23). We start with the equation of motion. Denoting the absolute values of typical variations of $u'$, $\theta'$, $t$, $x$ by $U$, $\Theta$, $T$, and $X$, respectively, we have, by the order of magnitudes,

$$\left| \frac{\partial^2 u'}{\partial t^2} \right| \sim \frac{U}{T^2} \quad (24)$$
The estimates of the nonlinear terms are

\[
2\gamma\varepsilon \left| \frac{\partial^2 u'}{\partial x^2} \frac{\partial u'}{\partial x} \right| \sim 2\gamma\varepsilon \frac{U^2}{X^3} \quad 3\delta\varepsilon^2 \left| \frac{\partial^2 u'}{\partial x^2} \right|^2 \sim 3\delta\varepsilon^2 \frac{U^3}{X^4}
\]

Equating Eqs. (24) and (25) by the order of magnitude, we find typical time intervals required by the terms (25) to produce a perceptible effect on the displacement dynamics (we label the respective values of \( T \) by the coefficient character corresponding to the given nonlinear term)

\[
T_\gamma \sim \left( \frac{X^3}{2\gamma\varepsilon U} \right)^{1/2} \quad T_\delta \sim \frac{X^2}{U\varepsilon(3\delta)^{1/2}} \quad T_\beta \sim \frac{X}{(2\delta\varepsilon \Theta)^{1/2}}
\]
Typical variations of displacement and temperature were $U \sim 20$, $\Theta \sim 1$. The scale $X$ is estimated as a half of the wavelength, that is

$$X \sim \frac{\pi}{k}$$

(27)

Then substituting the used magnitudes of the constants into Eqs. (26) and (27) we obtain for $\varepsilon = 1$: $T_\gamma \sim 70$, $T_\delta \sim 150$, $T_\beta \sim 2000$; for $\varepsilon = 5$: $T_\gamma \sim 30$, $T_\delta \sim 30$, $T_\beta \sim 850$; $\sim 850$; and for $\varepsilon = 15$: $T_\gamma \sim 20$, $T_\delta \sim 10$, $T_\beta \sim 500$. These values may also serve as rough estimates of the moments of the discontinuity formation. The durations of the numerical experiments were $t_\star = 32.5, 6.8, 2.3$, respectively. We see that $t_\star$ is significantly less than $T_\gamma$, $T_\delta$, and $T_\beta$; that is, the experiments were stopped well before those moments. However, the analysis here is only qualitative. Obviously the terms leading to a shorter typical time act faster. Because $T_\beta \gg t_\star$, the third of Eqs. (25) is negligible in all three cases $\varepsilon = 1$, 5, 15. In the case $\varepsilon = 1$, we have $t_\star \sim T_\gamma < T_\delta \ll T_\beta$, implying that the first of Eqs. (25) is the prevailing nonlinearity. For the case $\varepsilon = 5$, $T_\gamma \sim T_\delta \ll T_\beta$ and, thus, the first and second equations of (25) are both important. For the case $\varepsilon = 15$: $T_\delta < T_\gamma \ll T_\beta$, and, thus, the prevailing term is the second of Eqs. (25). Finally it can be easily shown that the terms with the coefficient $\beta_1$ are extremely small and thus play an insignificant role in the dynamics. Therefore, displacement in the presented experiments is practically decoupled from temperature (while temperature, as we will see, essentially depends on displacement) and subjected to the displacement-only-associated nonlinearities.
Now consider the energy balance equation. We have the estimates

\[
\begin{align*}
\tau_2 \frac{\partial^2 \theta'}{\partial t^2} & \sim \frac{\tau_2 \Theta}{T^2} \\
\dd a \frac{\partial^2 u'}{\partial t \partial x} & \sim \frac{\dd a U}{TX} \\
\epsilon \frac{\partial}{\partial x} \left( \frac{\partial u'}{\partial x} \frac{\partial \theta'}{\partial x} \right) & \sim \frac{\epsilon \dd a U \Theta}{X^3}
\end{align*}
\]

The terms \(\tau_2 |\partial^2 \theta'|\) and \(|\partial_t \theta'|\) have the same order provided that \(T \sim \tau_2\). This simple relation implies (in agreement with the very sense of the relaxation time) that if the dynamics are slow so that its typical time scale is much larger than \(\tau_2\), the relaxation term is negligible in comparison to \(\partial_t \theta'\). This was just the case in the experiments with \(\tau_2 = 0.005\), where the typical time of the process was \(T \sim t_k = 32.5\).
Hence, the typical times produced by different terms of the energy balance equation should be obtained by equating (by the order of magnitude) these terms to $|\partial_t \theta'|$. Doing so with the third of Eqs. (28) we find

$$T_x \sim \frac{X^3}{\varepsilon e U}$$

(29)

When doing the same with the second of Eqs. (28) the corresponding typical time cancels and thus cannot be determined. Instead we compare the orders of this term and $|\partial_t \theta'|$. It turns out that the nonlinear term is about 5 times smaller than $|\partial_t \theta'|$ in the case $\varepsilon = 15$ and even smaller in the cases $\varepsilon = 5$ and $\varepsilon = 1$. Therefore, the second of Eqs. (28) may have some influence in the case $\varepsilon = 15$ but has a small effect for $\varepsilon = 5$ and $\varepsilon = 1$. Substituting the parameter values into Eq. (29) we find, respectively, for $\varepsilon = 1, 5, 15$: $T_x \sim 10000, 2100, 700$. Hence, the third of Eqs. (28) is insignificant. From these estimates it follows that the distortion of the temperature profile from sinusoidal should be caused by the first term of Eqs. (28), that is, by the linear displacement-related term. We check this by comparing this term and $|\partial_t \theta'|$, giving

$$\Theta \sim \frac{aU}{X}$$

After inserting the magnitudes, this relation is written as $0.5 \sim 0.5$.

Now consider the experiments with different relaxation times. In the case $\tau = 0.005$ temperature relaxes very quickly; therefore, the regime shown in Figure 4 practically coincides with the regime that would occur if we let $\tau = 0$. At $\tau = 5$ the relaxation period is 6 times shorter than the typical time scale of the process. As a result, we obtained only a small alteration of temperature profile as compared to the previous case. In the case $\tau = 500$ the relaxation period is more than one order longer than the duration of the experiment. Comparing Figure 8 and Figure 4 clearly shows that the larger relaxation time provides a “smoother” (i.e., characterized by a smaller typical magnitude of spatial derivative) profile of temperature formed in the same moment of time.

To give a plausible explanation of this effect, recall that one of the major consequences of the relaxation time is a faster (when $\tau$ is small) or slower (when $\tau$ is large) relaxation of a system to a certain regime. In our system, we deal with the regime characterized by discontinuity in the solution or its derivatives. For larger $\tau$, we have longer transitions from the sinusoidal wave to the nonsmooth regimes. Moreover, Figure 8 shows a situation where a large value of $\tau$ makes the transition extremely long, so no sign of discontinuity formation is observed during the numerical experiment. However, this does not rule out that the discontinuity will appear at a later moment of the dynamics.
CONCLUSIONS

In this article we analyzed linear and nonlinear thermoelastic waves propagating in an infinite rod using models with relaxation times. Carrying out spectral analysis of the Lord–Schulman and Green–Lindsay linear models, we derived dependencies of decay rates and frequency shifts of temperature and displacement upon the wave number. Short disturbances of displacement and temperature were shown to decay at a constant rate. Results for the LS and GL models coincide, provided the values of the two relaxation times in the GL model equal the value of relaxation time in the LS model. A series of numerical experiments was carried out with a general nonlinear model to show the evolution of initially harmonic profiles of displacement and temperature. The influence of different nonlinear terms on the dynamics was thoroughly analyzed. Studying the combined effect of relaxation time and nonlinearities, we demonstrated and interpreted experiments where a large relaxation time prevents the formation of a nonsmooth temperature profile by the time this would occur if relaxation time is small.
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