Nonlinear dynamics of shape memory alloy oscillators in tuning structural vibration frequencies
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ABSTRACT

Shape memory alloy (SMA) is one of the novel advanced functional materials that has an increasing range of current and potential applications, including smart materials and structures, bio-medical and nanotechnologies. This range includes also applications of SMA for control and vibration tuning of various structures, seismic response mitigation, and others. In vibration tuning in many of these applications, it is often necessary to apply supplementary oscillators to absorb the vibration energy input into the primary system. Moreover, when supplementary oscillators are used in these applications, we often have to deal with a situation where the primary vibration frequency is not known a priori. In such cases, we have to design a robust supplementary oscillator such that it is able to operate in a rather wide range of frequencies. A SMA-based oscillator is an ideal candidate for these purposes. In the present paper, we propose a dynamic nonlinear model and its numerical realization for using SMA oscillators as vibration absorbers. The system under consideration consists of a SMA rod and an end-mass. We demonstrate that due to the thermo-mechanical coupling, the vibration characteristics of the supplementary oscillator can be tuned by changing its temperature. The dynamic nonlinear model of the SMA oscillator is simplified for the vibration analysis and an efficient numerical methodology is proposed to evaluate the performance of the oscillator. It is demonstrated that the vibration of the primary system can be tuned within a rather wide frequency range by using the SMA oscillator. It is also shown that at high temperatures the performance of the oscillator is close to that of a linear oscillator, while at low temperatures, the SMA oscillator behaves as a regular damper by using its dissipation due to mechanically-induced phase transformations.

© 2012 Elsevier Ltd. All rights reserved.

1. Introduction

Analysis and suppression of forced vibrations is an important problem in science and technology. Its effective solution helps us reduce noise, control resonance, and prevent structural failures. In doing so, it is often desirable to attenuate or completely suppress the vibrations. Among many existing approaches to this problem solution, the implementation of dynamic vibration absorbers is probably the simplest, yet one of the most popular, approach [1,2]. The principle of the dynamic vibration absorber is based on the absorption of vibration energy from the primary system and storing it via its own vibrations which, as a consequence, will reduce the vibration of the primary system. When the excitation frequency is close to the natural frequency of the primary sys-
alloys (SMAs) are promising materials for these purposes. These advanced materials have already been applied to the adaptive vibration absorption [5,3,6–8]. The unique properties of SMA lead to hardening the elastic modulus of the material at higher temperature (in the austenite state) and to its softening at lower temperature (in the martensite state). When the temperature is continuously adjusted, the elastic modulus of the material will be changing accordingly. Therefore, the thermo-mechanical coupling of SMAs provides a way to adjust the frequency response of vibration absorbers for adaptive vibration tuning [9–12]. Previous results on the technological applications of SMA (composite) beams showed that the frequency of the oscillator using such beams can be adjusted in a range of 15% [5,7,8].

1.2. Complex dynamics vs mono- and harmonic frequencies

Up to date, most studies in his field relied on mono-frequency or harmonic assumptions. If one considers the vibration tuning in more realistic situations, where the excitation frequencies may not necessarily be mono-frequency or harmonic and the primary system itself may be nonlinear, then the adaptive vibration absorber designed according to the standard frequency analysis might not be a suitable choice. Indeed, in this case vibration tuning should be implemented by taking energy dissipation into account, ensuring stability and robustness of the system, because of the energy dissipation driven vibration attenuation. Therefore, in addition to the thermo-mechanical coupling which has been taken into account in previous studies, it is also important to account in the developed models for another property of the SMAs associated with the hysteresis effects due to the first order martensitic phase transformations at low temperature, and austenite–martensite transformations at intermediate temperatures.

For the energy dissipation purpose, the SMA material can be switched between multiple martensite variants by external loadings at low temperature, as a result of induced martensite transformations. During such switchings, the external energy input into the material will be dissipated without an automatic recovery mechanism when it is unloaded, since all the martensite variants are energetically equivalent [20,14]. When the material temperature is around the value where martensite and austenite may co-exist [15], transformations between martensite and austenite can be induced by external loadings. Input energy will also be dissipated, but only partly, while the other parts will be stored in the material via elastic deformations (see also [16]). When the material is unloaded, the stored energy can be recovered [17,19,18].

In order to exploit the application potential of SMAs in vibration tuning and similar applications, in this contribution we take into account both key SMA properties: the thermo-mechanical coupling and the hysteresis induced by phase transformations. The main ideas are explained in the next sections on an example of an idealized SMA rod with an end-mass as a vibration absorber [19]. For the vibration analysis, the SMA rod is modelled as a nonlinear spring with its stiffness dependent on temperature. In order to quantify the thermo-mechanical coupling and nonlinearities of constitutive laws for such a SMA oscillator, we apply the modified Ginzburg–Landau theory [20–22]. This allows us to model effectively the dynamical response of the SMA rod by simplifying the derived model to a nonlinear algebraic equation which gives the force–deformation relation of the oscillator. We provide details on the constitutive relation for the SMA rod, hysteresis due to martensite transformations, and austenite–martensite transformations, followed by a brief discussion of possible implications for the associated technologies.

2. Nonlinear vibrations of SMA: coupling primary and adaptive systems

The principle of applying a SMA oscillator as a vibration absorber is very similar to that of a linear oscillator, as shown in Fig. 1. The oscillator consists of an elastic component and an attached end-mass where in our case the elastic component is replaced by a SMA rod. The characteristics of the rod should be such that we can adjust its length and cross-sectional area accordingly to avoid buckling effects. The first results on the models for tuning vibration frequencies with SMA oscillators based on the modified Ginzburg–Landau theory appeared in [19]. Later, several other researchers looked at this problem (e.g., [23] and references therein). While in most of these papers the authors were essentially using the original Fremond’s model, the current paper is a further development of models based on the modified Ginzburg–Landau theory [24]. Such models have a number of advantages compared to the previously developed models. They are much simpler, allowing greater flexibility in their usage for diverse engineering applications. If phase transformation induced dissipation is included into the model, the analysis of vibration attenuation was already carried out in [25]. These ideas appeared to be also useful in the analysis of phase transformations in nanotechnological and other applications [26].

To model the vibration tuning, the vibration of the primary system and the attached oscillator should be considered simultaneously. To do so, we formulate the governing equations for the entire system as follows:

$$m_p \ddot{x}_p + c_p \dot{x}_p + k_p x_p + F_s (x_p - x_a) = F(t),$$

$$m_a \ddot{x}_a = F_s (x_p - x_a),$$

where $x_p$ and $x_a$ are displacements of the primary and attached mass blocks, $m_p$ and $m_a$, respectively, $c_p$ is the friction coefficient and $k_p$ is the spring stiffness in the primary system. The primary system is subject to an excitation input $F(t)$ which might be decomposed into harmonic components. The nonlinear restoring force produced by the SMA rod is denoted by $F_s$. It is a general nonlinear...
function of deformation $x_p - x_a$ in the above equation. This can be easily generalized further by replacing the linear spring restoring force $k_p x_p$ with a nonlinear force.

If both the restoring forces in the primary system and the attached oscillator are linear, which is the case in the left part of Fig. 1, the displacement $x_p$ can be obtained by using the following transfer function:

$$X_p(j\omega) = \frac{k_a - m_a \omega^2}{(-m_p \omega^2 + j \zeta_p \omega + k_a)(-m_a \omega^2 + k_a) - k_a^2} \cdot F(j\omega),$$

(2)

where $\omega$ is the frequency of the mono-frequency excitation force. If $\omega$ is close or equal to the natural frequency of the primary system, it will induce resonance. The vibration absorber can be designed to completely suppress the vibration by setting the modulus of the transfer function to zero. Formally, this can be attained by setting $k_a = m_a \omega^2$.

As mentioned earlier, in many technological applications the natural frequency of the primary system $\omega$ is not known a prior, it can also float in operation. Therefore, in designing the attached system we want to have the capability of changing its stiffness $k_a$ in operation such that the vibration of the primary system can still be tuned when its natural frequency is changed. The thermo-mechanical coupling property of SMA makes this advanced material very suitable for this purpose, since its elastic modulus can be changed by changing its temperature. Furthermore, the material itself is inherently dissipative due to the hysteretic stress–strain relation, which makes it very useful for vibration suppression. Practically, the material temperature can be increased relatively fast via one of the available heating technologies, but the cooling rate is problematic for fast response [3,11,27]. Depending on the size and design of the devices, the material can be cooled by using heat sinking, or forced air/liquid, but its response will still be limited within a few Hertz [27]. Therefore, the application of SMA oscillators for vibration tuning can only be applied to those cases where the rate of change of the natural frequency of the primary system is rather slow (or even fixed), such as structure vibrations in civil engineering and some other application areas [6,28–37].

### 3. Modelling dynamics of shape memory alloys oscillators

For the analysis of the SMA oscillator for vibration tuning, it is essential to construct a suitable model for the SMA rod. It is self-evident that the model for this purpose has to be time-dependent since it is used in vibration tuning and loadings are dynamic. There have been developed many models to describe the behaviour of the SMAs, but most of them are only capable to capture static behaviour of the materials [17,38–40].

#### 3.1. Dynamic models and their approximations

For the modelling of the response of SMAs under dynamic loadings, some additional issues need to be taken care of [41–43]. In order to make the dynamic problem trackable in engineering applications, a dimensional reduction of the fully coupled dynamic three-dimensional model for shape memory alloys was for the first time proposed in [44]. The reduced model was approximated by a system of differential–algebraic equations and was applied to the modelling of SMA-based devices such as actuators [45]. This approach allowed to study both stress- and temperature-induced phase transformations and associated hysteresis phenomena in SMA structures in a unified manner [46] and to extend the developed technique to the Cattaneo–Vernotte law for heat conduction following principles of extended thermodynamics in the context of SMA [15]. Multi-layered structures with embedded thermoelectric SMA actuators were considered as one of the areas of applications of the developed dynamic models [47], and applications in nanotechnology were discussed in [48,49]. The interest to shape memory effects in the context of the latter applications has been increasing and recently a number of materials that can have such effects under appropriate temperature conditions (e.g., Ni-based alloys) have been studied both theoretically [50] and experimentally [51].

In the multidimensional case, the developed approach for dynamic models of SMA and associated coupled multiscale problems [52,53] were put on a systematic basis via the centre-manifold theory and received its justification in a series of papers [54–56]. Two-dimensional thermo-mechanical waves in SMA patches were first analyzed in [57] and in [58] distributed mechanical loadings for patches of different sizes were studied. The results of such two-dimensional modelling were systematically compared with conventional one-dimensional models in [59], while in [60] the effectiveness of the developed procedure was demonstrated for both the solution of a transient uncoupled thermoelastic problem, for which an analytical solution is known, as well as for the fully coupled problem in the two-dimensional case. To make the dynamic model of SMA better amenable to engineering applications and to reduce further the computational cost, an empirical low dimensional model was developed based on a combination of proper orthogonal decomposition and Galerkin projection [61] which was applied to the modelling of martensitic phase transformations in ferroelectric/SMA patches [62]. Further analysis of such models was recently carried out in [63]. Another approach to dynamic models of SMA, based on the Chebyshev collocation method, was proposed in [64] where it was applied to the simulation of martensitic phase combinations in the 2D case. More recently, in [65] the dynamics of such combinations during thermally induced transformations was studied in detail. In [66], the developed methodology, based on Chebyshev’s collocation, was applied to the analysis of SMA rods where the effect of internal friction was taken into account via Rayleigh’s dissipation term. As expected, dissipation effects were enhanced by internal friction, while dispersion during wave propagations were induced by the presence of the interfacial energy term in the model. In [25] the method was applied to the analysis of macro scale damping effects induced by the first-order martensitic phase transformations in a SMA rod. It was also shown that both mechanically and thermally induced phase transformations in SMA, as well as hysteresis effects, can efficiently be modelled by the finite volume method developed in [67] where it was applied in various one-dimensional (rods) and two-dimensional (patches) situations. A unified variational framework was applied to the analysis of SMA based thin films [68] where phase nucleation under mechanical loading were reported. The approach combined the lattice-based kinetics involving the order variables and nonequilibrium thermodynamics [69]. The finite element based approach was extended to the three-dimensional situations and multivariant martensitic phase transformations [70,71], developed into a general framework [72], and exemplified with the analysis of cubic to tetragonal transformations [73]. Furthermore, a recently developed hybrid optimization methodology, combining the local and global search algorithms, has proved to be a useful tool in studying the dynamics of phase combinations in SMA samples [74]. A similar idea based on the genetic algorithm was recently pursued in [75] specifically in the context of damping systems and seismic response mitigation.

From a practical point of view, the limitation of most prior analyses of the damping effects of SMAs have usually followed from approximations of constitutive laws based on separate phases, and the fact that the resulting strongly coupled nonlinear PDE models for SMA dynamics surveyed above are not easily amenable to control and the analysis of vibration tuning [41,21,9,10]. Recently, several important practical aspects of control for the above
problems, based on the feedback linearization, were discussed in [76,77].

3.2. Thermo-mechanical coupling and dissipation effects

In order to simulate the nonlinear restoring force in the SMA rod, in the context of our present problem, we start from a model that is able to capture the thermo-mechanical coupling effects and the first order phase transformations in the material. In particular, we employ the modified Ginzburg–Landau theory [20–22] where we deal with a two-way thermo-mechanical coupling: the mechanical oscillations induce temperature oscillations and the temperature changes in the material induce a mechanical response. In the present context, the temperature is considered to be a tool for the adjustment of material stiffness. As a result, we assume that it can be controlled (via heating or force air cooling) to a specific value for a specific vibration frequency and in what follows we focus on the description of the dynamics of the mechanical field.

To describe the dynamics of the mechanical field, we introduce the Lagrangian $\mathcal{L}$ of SMAs as the sum of kinetic and potential energy contributions:

$$\mathcal{L} = \int_0^l \left( \frac{\rho}{2} \dot{\bar{u}}^2 - \mathcal{F} \right) dx,$$

where $\rho$ is the density of the material and $u$ is the displacement in the SMA rod, $\mathcal{F}$ is the potential energy density of the material stored via deformations, while $\dot{\bar{u}}$ models the kinetic energy density. An essential feature of the Ginzburg–Landau theory is that the potential energy density is a non-convex function of the chosen order parameters and temperature $\theta$. We define this function as the sum of the local energy density ($F_1$) and its non-local counterpart ($F_2$).

For the current one-dimensional problem, the strain can be constructed based on the Landau free energy density $\mathcal{F}_1(\theta, \dot{\theta})$ [20,22]:

$$\mathcal{F}_1(\theta, \dot{\theta}) = k_1 (\dot{\theta} - \dot{\theta}_0)^2 + k_2 \dot{\theta}^4 + \frac{k_3}{6} \dot{\theta}^6,$$

where $k_1$, $k_2$, and $k_3$ are material-specific constants, $\dot{\theta}_0$ is the reference transformation temperature, which is also a material specific constant (to determine such parameters is often a non-trivial experimental task [78]). It has been shown that the above Landau free energy density is capable of modelling complicated thermo-mechanical coupling and hysteresis in the SMAs in the one dimensional description, as well as phase transformations in the material [20,22]. For different materials, the coefficients should be determined by fitting to experimental data.

The non-local free energy density is constructed in our case in a way similar to the free energy density for the class of ferroelastic materials as a function of the order parameter $\bar{\theta}$ [20]:

$$\mathcal{F}_2 = \int_0^l \left( \frac{\partial \mathcal{F}_2}{\partial \bar{\theta}} \right)^2,$$

where $k_4$ is a material-specific constant. The non-local term above accounts for inhomogeneous strain field. It represents energy contributions from domain walls of different phases. In order to account for dissipation effects, accompanying phase transformations, a Rayleigh dissipation term is introduced here as follows:

$$\mathcal{F}_R = \frac{1}{2} \int_0^l \left( \frac{\partial \mathcal{F}_R}{\partial \dot{\bar{\theta}}} \right)^2,$$

where $\nu$ is a material-specific constant. The dissipation term accounts for the internal friction accompanying the movement of the interfaces between different phases. At the macro-scale, it will be translated into the viscous effects of phase transformations [20,18].

By substituting the potential energy density into the Lagrangian function given by Eq. (3) and setting the variation of the functional with respect to the variation of $u(x, t)$ (the true path) to zero according to the Hamilton’s principle, one has:

$$\delta \int_0^T \mathcal{L} dt = \int_0^T \delta \left[ \frac{\rho}{2} \dot{u}^2 - \mathcal{F} \right] dx dt = 0.$$

The governing equation for the dynamics of the mechanical field, taking into account dissipation effects, has the form:

$$\rho \ddot{u} = \frac{\partial}{\partial x} \left( k_1 (\theta - \theta_0) \dot{u} + k_2 \dot{u}^3 + k_3 \dot{u}^5 \right) + \nu \frac{\partial^2 u}{\partial t^2} - k_0 \frac{\partial^4 u}{\partial x^4}.$$

This is re-cast in the form of the following system of differential–algebraic equations:

$$\rho \ddot{u} + \sigma \frac{\partial^2 u}{\partial x^2} - \nu \frac{\partial^2 u}{\partial t^2} - k_0 \frac{\partial^4 u}{\partial x^4} = 0,$$

supplemented by boundary conditions for stress $\sigma$: $\sigma(0) = \sigma_L$, $\sigma(L) = \sigma_R$ with given values of $\sigma_L$ and $\sigma_R$ where $L$ is the length of the SMA rod.

When the thermal field of the coupled thermo-mechanical dynamics of the SMA has to be accounted for, the governing equation for the temperature can be formulated by employing the conservation law of internal energy:

$$\rho \frac{\partial e}{\partial t} + \frac{\partial q}{\partial x} - \sigma \frac{\partial^2 e}{\partial x^2} - \nu \frac{\partial^2 e}{\partial t^2} - k \frac{\partial^2 e}{\partial x^2} = 0.$$

where $e$ is the internal energy, $q = -k \partial \theta / \partial x$ is the (Fourier) heat flux, $k$ is the heat conductance coefficient of the material.

For formulating the governing equation in terms of temperature, the internal energy is associated with the non-convex potential energy mentioned above via the Helmholtz free energy function as follows:

$$\mathcal{H}(\theta, \dot{\theta}) = F_1(\theta, \dot{\theta}) - c_e \dot{\theta} \ln \dot{\theta},$$

where $c_e$ is the specific heat capacitance. The thermodynamic equilibrium condition gives:

$$\mathcal{H}(\theta, \dot{\theta}) = \mathcal{H}(\theta(t), \dot{\theta}(t)) - c_e \dot{\theta} \ln \dot{\theta}.$$

By substituting the above relationships into Eq. (10), the governing equation for the thermal field can finally be formulated as follows:

$$c_e \frac{\partial T}{\partial t} = k \frac{\partial^2 \theta}{\partial x^2} + k_1 \dot{u} \frac{\partial \theta}{\partial x} + \nu \left( \frac{\partial \theta}{\partial t} \right)^2.$$

Since the SMA oscillator considered here is used as an adaptive vibration absorber via adjusting its temperature, the temperature is assumed to be completely controlled by external inputs. This results in a situation where there is no need for the simulation of temperature field evolution and the main focus in the analysis that follows will be given to the mechanical field, although the thermo-mechanical coupling will still be accounted for, e.g. through the restoring force.

3.3. Nonlinear simplified model

The dependency of the dynamics of the mechanical field on the temperature is included in the above formulation. Recently we demonstrated that this model is able to capture the thermo-mechanical coupling effects and the first order phase transformations in SMA rods [22]. However, the main difficulty in applying
the above model to the analysis of vibration tuning in the context of our present problem is that the dynamic response simulation (accompanied by the simulation of phase transformations and wave propagations in the SMA rod) is computationally too costly for most engineering problems. We note that for our current problem, phase transformations and wave propagations in the SMA rod (on the order of sound speed) are taking place much faster compared to the vibration speed of the mass blocks. Therefore, in the first approximation we only consider the steady counterpart of Eq. (9). With the above observation in mind, we set all time derivative terms in Eq. (9) to zero which leads to the following simplified model:

$$\sigma = k_1(\theta - \theta_1) + k_2\varepsilon^2 + k_3\varepsilon^3, \quad \sigma(0) = \sigma_e, \quad \sigma(L) = \sigma_g.$$  \hfill (14)

where the inhomogeneous strain term is also ignored, since the stress in solid structures will be uniform when it is at equilibrium states under boundary loadings, provided that there is no body force. The same applies to the strain in the structure. By using the above argument, the strain distribution in the SMA rod can be calculated as \(\varepsilon = \Delta L/L\). The mass of the SMA rod is effectively ignored due to the fact that it is much smaller compared to the mass block \(m_\text{p}\). In this case, the force–deformation relation for the SMA rod can be obtained in the following form:

$$F_\text{s} = \beta \left( k_1(\theta - \theta_1) \frac{\Delta L}{L} + k_2 \left( \frac{\Delta L}{L} \right)^3 + k_3 \left( \frac{\Delta L}{L} \right)^5 \right).$$  \hfill (15)

where \(\beta\) is the cross-sectional area of the SMA rod and \(\Delta L\) is the deformation due to force. By choosing appropriate \(\beta\) and \(L\) values, and assuming that one end of the SMA rod is fixed on the primary mass block while the other is on the attached block, we are able to formulate the restoring force as follows:

$$F_\text{s} = K_1\Delta\theta(x_0 - x_a) + K_2(x_0 - x_a)^3 + K_3(x_0 - x_a)^5,$$  \hfill (16)

where the definition of \(K_1\), \(K_2\) and \(K_3\) is obvious from the above equation, and \((\theta - \theta_1)\) in the previous equations is replaced by \(\Delta\theta\).

The restoring force is shown to be dependent on the temperature, due to the thermo-mechanical coupling effects. If the internal viscosity of the SMA rod is also taken into account, then the term \(\frac{\Delta L}{L} \frac{\text{d} \Delta L}{\text{d} \theta} \) in Eq. (8) should not be set to zero (see [44,54] for the original general model of this type and its low dimensional reductions) because \(F_\text{s}\) will not be a pure elastic force, but rather a combination of the following forces:

$$F_\text{s} = K_1\Delta\theta(x_0 - x_a) + K_2(x_0 - x_a)^3 + K_3(x_0 - x_a)^5 + c_\varphi(x_0 - x_a).$$  \hfill (17)

Here, the contribution of the friction force \(c_\varphi(x_0 - x_a)\) plays a similar role to the term \(c_\varphi x_a\) in the primary system. For the illustration of frequency adjustability, the friction force of the SMA oscillator is neglected in computational experiments reported in Section 4.

The model for the SMA rod given by Eq. (16) is nonlinear. For the convenience of analysis, we introduce an equivalent stiffness \(K_\text{eq}\) for the SMA rod, which leads to the following difference squared being minimized:

$$\int_{x_a}^{x_0} (F_s(x_0 - x_a) - F_s(x_0 - x_a))^2 \text{d}x,$$  \hfill (18)

where \(F_s(x_0 - x_a)\) is the restoring force calculated by using Eq. (16) and \(F_s(x_0 - x_a) = K_\text{eq}(x_0 - x_a)\) is the linear approximation that is calculated by using the equivalent stiffness. Values \(x_0\) and \(x_a\) are the minimal and maximal values for \(x_0 - x_a\), which is chosen before the simulation. Finally note that the estimated \(K_\text{eq}\) also depends on the choice of \(x_0\) and \(x_a\).

To illustrate the dependence of the equivalent stiffness of the SMA rod on temperature, the force–deformation relations given by Eq. (16) are plotted for the material Au23Cu30Zn47 with four different temperatures in Fig. 2 (solid curves), together with those obtained with estimated equivalent stiffness (dashed straight lines). The SMA rod length is chosen 4 m with cross-section area being \(\beta = 3.83 \times 10^{-5} \text{m}^2\). The details of all other parameters for this material are given in Table 1 (see Ref. [13,46,79]). The hysteresis is observed when \(\theta = 210\, \text{K}\), as indicated by the dashed lines with arrows in the sub-plot (a). It is worth also to note that the force–deformation relation given by Eq. (16) cannot be linearized, in particular for the low temperature case, because it does not correspond to a stable structure. In the high temperature case, the behaviour of the SMA rod is very close to the behaviour of a linear spring, but with its stiffness linearly dependent on its temperature.

It can be further demonstrated that the nonlinear restoring force given by Eq. (16) can be regarded as a general model for the behaviour of SMA rods with nonlinear thermo-mechanical coupling and hysteresis induced by phase transformations. One can associate the following potential energy with nonlinear restoring force:

$$\Psi = \frac{K_1}{2} \Delta\theta(x_0 - x_a)^2 + \frac{K_2}{4}(x_0 - x_a)^4 + \frac{K_3}{6}(x_0 - x_a)^6.$$  \hfill (19)

Without loss of generality, the parameter values for \(K_1\), \(K_2\) and \(K_3\) can be calculated by using the values for \(k_1\), \(k_2\) and \(k_3\) as given in Table 1, and the phase transformations can qualitatively be analyzed by studying system equilibria and “switches” indicated by the energy profiles [15] (focusing on the profiles themselves, the associated energy units of \(\Psi\) are not essential). Three different profiles of \(\Psi\) with three different temperatures are plotted in Fig. 3.

Analyzing the subplot (a), we conclude that at low temperature (\(\theta = 210\, \text{K}\)), there are two equilibria which are energetically equivalent. The system state can be switched from one of the equilibria to another provided that the external loading exceeds a certain value and overcomes the energy barrier. This switching will induce hysteresis, as indicated by the associated constitutive curve plotted in Fig. 2 (a). At the same time, the switching also dissipates the input energy. At high temperature (\(\theta = 320\, \text{K}\), as plotted in the subplot (c), the potential energy has a single equilibrium, and there is no state switching in the system dynamics, but the thermomechanical coupling still exists. In this case, the SMA behaves more like an elastic material, except that its stiffness depends on its temperature. When the materials temperature is intermediate (\(\theta = 245\, \text{K}\), the potential energy has two local equilibria (far from the centre) and one global equilibrium (at the centre), as plotted in the subplot (b). Under external loadings, there are still system state switchings from one equilibrium to another, which indicates that hysteresis loops will be induced. However, the energy barrier between the centre equilibrium and the two local equilibria are smaller than those at low temperatures, which means that the system state can be switched more easily, and hysteresis loops will have smaller enclosed areas. The energy dissipation is also less. Due to continuous dependency of the potential energy on the temperature, the transition of the potential energy from low temperature to high temperature profiles will also be continuous, as well as the corresponding constitutive laws, as indicated in Fig. 2. A detailed analysis of phase transformations according to the potential energy profiles was given in Ref. [20] and developed further and applied in a number of papers (see [15,66] and references therein).

Before moving to the discussion of numerical results, we note that the three coefficients \(k_1\), \(k_2\), and \(k_3\) in Eq. (10) are given, once the SMA material is chosen (these are materials constants). Moreover, at a specified temperature, the force–deformation relation of the SMA rod is well defined based on such three constants, as illustrated by Fig. 2. We refer the interested reader to further discussions on the physical interpretation of these three materials constants in [13,20,80,46]. Finally, we recall that the three coefficients \(k_1\), \(k_2\), and \(k_3\) in Eq. (12) are directly related to \(k_1\), \(k_2\), and \(k_3\)
k_3 and their actual values depend also on the values of $\beta$ and $L$ for a specific SMA sample.

We also note that, depending on the application at hand, the primary system may be vibrating with unknown multiple frequencies or with a drifting mono-frequency, and both of these situations should be accounted for in the actual design of supplementary oscillators. Let us consider these situations in further detail.

When the primary system is vibrating with unknown multiple frequencies, supplementary oscillators normally will not perform well by tuning their own natural frequencies in this case, because one supplementary oscillator can absorb only the vibration energy of a single frequency component which matches with the supplementary oscillator, with no effects (or very minor effects) on other frequency components. When the SMA oscillator is used in this case, it could be tuned to work in its low temperature range in which the martensite transformations could be induced. However, such martensite transformations and martensite re-orientations are always accompanied by mechanical energy dissipation, and as a result, a broad-band vibration attenuation might be induced. In this case, the mechanism of vibration suppression will be different from that of attaching supplementary oscillators. The interested reader is referred to [25] for further discussion on vibration damping by using the mechanically induced phase transformations in SMAs in a situation described above.

When the primary system is vibrating with a drifting mono-frequency, the supplementary SMA oscillator should be tuned to work in its high temperature range, in which no phase transformations are expected. In this case, the restoring force can be approximated very well by using an equivalent stiffness calculated by Eq. (14), and the natural frequency of the SMA oscillator is adjustable via changing its temperature. For practical design, the equivalent stiffness can be obtained via function approximation methods as follows. For example, in Eq. (14), the equivalent stiffness $K_e$ is estimated in such a way that $F_s(x_p - x_a) = K_e(x_p - x_a)$ is the best approximation to the nonlinear restoring force given by Eq. (12), in the sense of least square error. Therefore, the approximation error function should be orthogonal to $(x_p - x_a)$ which implies that:

$$\langle F_s(x_p - x_a) - K_e(x_p - x_a), (x_p - x_a) \rangle = 0,$$$$

where $\langle \cdot, \cdot \rangle$ is the inner product of two functions on the specified domain. The latter immediately leads to the following result for the estimated stiffness $K_e$:

$$K_e = \frac{\langle F_s(x_p - x_a), (x_p - x_a) \rangle}{\|x_p - x_a\|},$$

where $\| \cdot \|$ is the norm of a vector in the specified domain.

Table 1
Parameters of the shape memory alloy vibration absorber.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value (unit)</th>
<th>Parameter</th>
<th>Value (unit)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_p$</td>
<td>10 kg</td>
<td>$k_p$</td>
<td>64,000 N/m</td>
</tr>
<tr>
<td>$m_a$</td>
<td>5 kg</td>
<td>$c_p$</td>
<td>100 Ns/m</td>
</tr>
<tr>
<td>$t_0$</td>
<td>$\omega$</td>
<td>$l_f$</td>
<td>10 s</td>
</tr>
<tr>
<td>$\theta_0$</td>
<td>208 K</td>
<td>$k_1$</td>
<td>$4.8 \times 10^4$ kg/s² mK</td>
</tr>
<tr>
<td>$k_2$</td>
<td>$6.0 \times 10^{11}$ kg/s² m</td>
<td>$k_3$</td>
<td>$8.0 \times 10^{13}$ kg/s² m</td>
</tr>
<tr>
<td>$\beta$</td>
<td>$3.83 \times 10^{-5}$ m²</td>
<td>$L$</td>
<td>4 m</td>
</tr>
</tbody>
</table>

![Fig. 2. Sketch of force-deformation relations of a shape memory alloy rod. From left to right, top to bottom, (a) $\theta = 210$ K, (b) $\theta = 260$ K, (c) $\theta = 320$ K, and (d) $\theta = 400$ K.](image-url)
Note that since $F_s$ depends on the material temperature, the estimated equivalent stiffness will be dependent on the temperature too. If there is no phase transformations induced in the SMA oscillator, the equivalent stiffness can be treated as a linear function of the material temperature:

$$K_e = \frac{\{K_1\Delta\theta/(x_p - x_a) + K_2(x_p - x_a)^3 + K_3(x_p - x_a)^5\} \cdot (x_p - x_a)}{\|x_p - x_a\|}$$

$$= K_1\Delta\theta + \frac{\{K_2(x_p - x_a)^3 + K_3(x_p - x_a)^5\} \cdot (x_p - x_a)}{\|x_p - x_a\|}. \quad (22)$$

In practical design of supplementary oscillators, it is often reasonable to attempt to tune the SMA oscillator to work in its high temperature range, based on a specified frequency range within which the vibration frequency of the primary system is drifting (given some restrictions on the range of the frequency drifting). What is important is that once the SMA material is chosen, and the highest and lowest vibration frequencies of the primary system are specified, we can choose different $\beta$ and $L$ values to tune the parameters $K_1$, $K_2$ and $K_3$ in such a way that the estimated equivalent stiffness (determined by Eq. (22)) matches with the specified frequency range, by changing the material temperature and avoiding the martensite phase transformation at the same time. It should be noted that the estimated equivalent stiffness in Eq. (22) also depends on the displacement $(x_p - x_a)$ of the secondary system, which is often empirical for the oscillator design. However, if one use the $K_e$ estimated with an empirically specified $(x_p - x_a)$ to determine the material temperature according to Eq. (22) in matching the natural frequency of the oscillator with the drifting frequency of the primary system, then the SMA oscillator will not perform well because the simulated $(x_p - x_a)$ will likely be different from the specified one. In order to get the right material temperature for the frequency match, one needs to iterate with updated $(x_p - x_a)$ values for a few cycles.

Our last comment in this section is related to the fact that in most practical designs the SMA oscillator does not work alone. Indeed, it often works with an elastic spring in parallel which leads to a situation where the restoring force given in Eq. (12) can be easily adjusted according to the structure design. For example, when the SMA oscillator works with a spring in parallel and the stiffness of the spring is $K_s$, then the total restoring force of the SMA rod and the elastic spring is given by:

$$F_t = (K_s + K_1\Delta\theta)(x_p - x_a) + K_2(x_p - x_a)^3 + K_3(x_p - x_a)^5 + K_4(x_p - x_a)$$

$$= (K_1 + K_1\Delta\theta)(x_p - x_a) + K_2(x_p - x_a)^3 + K_3(x_p - x_a)^5. \quad (23)$$

The above clearly shows that by using a spring in parallel with the SMA oscillator we are achieving the result equivalent to adjusting one of the coefficients in the nonlinear restoring force. By combining the above equation with Eq. (22), the following equivalent stiffness estimation can be obtained:

$$K_e = \frac{\{(K_1 + K_1\Delta\theta)(x_p - x_a) + K_2(x_p - x_a)^3 + K_3(x_p - x_a)^5\} \cdot (x_p - x_a)}{\|x_p - x_a\|}$$

$$= K_1 + K_1\Delta\theta + \frac{[K_2(x_p - x_a)^3 + K_3(x_p - x_a)^5 \cdot (x_p - x_a)]}{\|x_p - x_a\|}. \quad (24)$$

**Fig. 3.** Sketch of potential energy of a shape memory alloy rod at different temperatures. From left to right, top to bottom, (a) $\theta = 210$ K, (b) $\theta = 245$ K, and (c) $\theta = 320$ K.
Hence, the spring in parallel with the SMA oscillator can be regarded as another degree of freedom in tuning the equivalent stiffness of the vibration absorber. A similar analysis can be carried out for a series of springs used with SMA oscillators, connected with each other.

4. Numerical results and discussions

4.1. Material parameters and validations

Experimental measurements on damping properties of shape memory alloys are becoming more readily available. For example, in [81] the authors investigated both elastic and damping properties of Cu–Al–Ni single crystal shape memory alloys for several frequencies of the oscillating force. Such results, in particular for the evolution of damping in cooling/heating measurements can give information about internal friction during forward and reverse martensitic phase transformations. Nevertheless, results on damping properties of shape memory alloy materials are still sketchy in the literature. In what follows we will show a proof of concept for the feasibility of frequency tuning in shape memory alloys based on the model developed in the previous section. All details of the parameters used in our examples discussed below are given, providing the scope for further analysis of the proposed concept and comparisons. In addition to single Cu–Al–Ni crystals mentioned above, experimental data on some other single crystals, such as Au_{23}Cu_{30}Zn_{47} and CuZnAl, is also available in the literature. To be specific, we based our analysis on Au_{23}Cu_{30}Zn_{47} as this specific SMA material has been attracting attention of many researchers since the fundamental paper by Falk [13] where the interested reader can find both the original model and relevant parameters are both given and where the comparison with experimental results was also given. Since then this material and its parameters have been used in a number of works on the analysis of SMA properties (e.g., [79,46]. For CuZnAl single crystals, this Falk model based Ginzburg–Laudan theory was also analyzed and comparisons of the results with those experimentally obtained were reported showing good agreement [80,82,83]. Based on the same validated model, we derived a simple and efficient model easily amenable to practical applications.

The numerical experiments presented here have been carried out for a SMA oscillator designed for vibration suppression of engineering structures (such as buildings which are excited externally in the horizontal direction and whose bases could be regarded as a visco-elastic connection, as sketched in Fig. 1, left. The system can be interpreted through the vibration of the two mass blocks sketched in Fig. 1, (right).

4.2. Temperature adjustments

Using Eq. (16) for the nonlinear restoring force of the SMA oscillator, the governing equation for the primary and attached system can be formulated finally as follows:

![Fig. 4. Numerical simulation of the vibration absorption using a shape memory alloy oscillator. From left to right, top to bottom, (a) displacement of the primary mass block, (b) displacement of the attached mass block, (c) frequency response of the absorber, (d) force–deformation relation of the absorber.](image-url)
By applying these equations, the vibration of the primary and attached blocks can be simulated simultaneously and, as a result, their velocities can be obtained. The parameters for the numerical simulation are listed in Table 1, from which the natural frequency of the primary system can be calculated as

\[
\omega_n = \sqrt{\frac{k_p}{m_p}} = 80 \text{ rad/s}.
\]

For illustration purposes, we first employ an excitation force with mono-frequency equal to the natural frequency of the primary system:

\[
F(t) = 1.0 \times 10^4 \sin(\omega_n t).
\]

There will be a resonance induced if there is no vibration absorber attached to the system. Ideally, if \(\omega_n\) is already known, a linear oscillator can be designed to completely suppress the vibrations of the primary mass. However, if \(\omega_n\) is unknown or drifting, one has to employ an adaptive vibration absorber. As indicated in Ref. [8], the performance of adaptive vibration absorbers are not as good as idealized linear oscillators for vibrations with a specified frequency, and the vibrations of the primary block might not be able to be suppressed completely [8]. In our representative computational experiment reported below, we employ a SMA absorber for vibration tuning with parameters of the absorber listed in Table 1 and its temperature chosen at \(\theta = 347 \text{ K}\).

The simulation results with this temperature for the vibration absorption are presented in Fig. 4. The displacement \(x_p\) and \(x_a\) are only plotted for the last one fourth of the entire simulated interval, which is \([7.5, 10]\) s, in sub-plots (a) and (b), respectively. These results demonstrate that the attached block has a much larger amplitude compared to that of the primary block. In its turn, this indicates that most of vibration energy is absorbed by the attached oscillator. The vibration amplitude of the primary block is around 0.02 m, which is less than one tenth of that of the attached block. A discrete Fourier transformation is performed on the simulated displacement of the SMA oscillator, and its spectrum is presented in the sub-plot (c). This result indicates that the response of the SMA oscillator with the current temperature can be approximated very well by a linear oscillator because it has the same frequency response as linear oscillators have. Furthermore, the constitutive relation that accounts for the force–deformation relation of the SMA rod is plotted in the sub-plot (d). It also implies a linear-like relation.

Note that the way we have used to estimate the temperature for the SMA absorber for a given excitation frequency is based on the equivalent stiffness of the SMA rod. Calculations according to Eq. (18) indicate that for \(\theta = 350 \text{ K}\) the SMA rod will have an equivalent stiffness \(3.2 \times 10^4\) which gives a natural frequency 80 rad/s. Since

![Graph](image-url)

**Fig. 5.** Numerical simulation of the adaptivity of SMA vibration absorber. From left to right, top to bottom, (a) displacement of the primary mass, \(\theta = 396 \text{ K}\). (b) Frequency response of the absorber, \(\theta = 396 \text{ K}\). (c) Displacement of the primary mass, \(\theta = 282 \text{ K}\). (d) Frequency response of the absorber, \(\theta = 282 \text{ K}\).
the system is nonlinear, the estimated equivalent stiffness depends on the chosen deformation range which is influenced by other parameters like \( m_a \), etc. Therefore, for a better performance, the temperature of the SMA absorber should be slightly adjusted around the estimated temperature according to the equivalent stiffness. Indeed, several iterations carried out with the developed numerical procedure brings us to a more refined temperature value of \( \theta = 347 \) K.

4.3. Adaptivity

To demonstrate the operation of the SMA oscillator as an adaptive vibration absorber, the stiffness of the spring in the primary system is now changed to \( k_p = 100^2 \) m\(_p\), so its natural frequency becomes 100 rad/s, and the frequency of the excitation is changed to 100 rad/s as well. For the vibration absorbing using the SMA oscillator, its temperature is estimated around \( \theta = 403 \) K, at which level its equivalent stiffness is \( K_e = 5 \times 10^4 \) N/m. This yields a natural frequency 100 rad/s for the SMA oscillator. Once again, a few iterations lead us to a more refined temperature value of \( \theta = 396 \) K. The displacement of the primary mass is sketched in a similar way as before in part (a) of Fig. 5, and the frequency response of the absorber is plotted in part (b). It is shown that the vibration amplitude is very small, indicating that the performance of the absorber is very good at this temperature. This can be explained by the fact that the SMA behaviour is similar to the behaviour of a linear spring at high temperatures, which is also demonstrated by the frequency response plot.

Next, the frequency of the primary system and excitation is changed to 65 rad/s, and all other conditions are kept unchanged. For this case, the temperature of the SMA absorber is estimated to be \( \theta = 282 \) K. Results of numerical simulations for this case are shown in Fig. 5, in part (c) and (d) for \( x_p \) and frequency response, respectively. This result indicates that the amplitude of \( x_p \) is still successfully reduced to a very small value, and the behaviour of the absorber is still similar to linear absorbers.

In the above numerical simulations, the SMA oscillator was working at high temperatures, corresponding to the situations where the SMA rod was in the austenite phase and no hysteresis effects were observed. To exploit the application potential of the hysteresis due to phase transformations in the SMA rod, we simulate the operation of the oscillator for in the low temperature case by setting \( \theta = 210 \) K. Due to non-convexity of the force–deformation relation under this temperature (see Fig. 2, part (a)), it is not reasonable to attempt estimating the equivalent stiffness as we did before. Our purpose now is to demonstrate a general vibration

\[ \text{Fig. 6. Numerical simulation of the vibration absorption using a shape memory alloy oscillator. From left to right, top to bottom, (a) displacement of the primary mass; (b) displacement of the attached mass; (c) frequency response of the absorber.} \]
attenuation trend of the SMA oscillator at low temperature. The friction force in the primary system is set to zero in this experiment \((\zeta_p = 0)\), and frequency is adjusted to \(\omega_m = 120\) rad/s by changing \(k_p\) accordingly. The excitation varies according to the following switching function:

\[
F(t) = 1.0 \times 10^4 \text{sign} (\sin(\omega_m t)),
\]

where the function \(\text{sign} \) has value 1 if the variable is positive and value \(-1\) when it is negative. The results of numerical simulations are shown in Fig. 6.

The amplitude of \(x_p\) and \(x_a\) show that the major part of the energy is absorbed by the oscillator because the latter has a larger amplitude. If the temperature is sustained at low values, the vibration energy in the SMA oscillator will be dissipated continuously to make the vibration of the primary system attenuated [9,12]. However, the amplitude of \(x_p\) is much larger compared to those values obtained in the above simulations. These observations indicate that although the performance of the SMA absorber in the low temperature regime is not very satisfactory, they show its robustness, in particular in those cases when the excitation does not exhibit a harmonic pattern and is not a priori known. The frequency response is much more complicated in this case due to the fact that nonlinearities in the force–deformation relation become dominant at this temperature, precluding us from linear spring type approximations.

Based on estimated values of temperature for the vibration absorption, the above results have demonstrated that the vibrations of the primary mass block are successfully attenuated by using the SMA absorber. In the general case, due to nonlinearity of the force–deformation relation, the best temperature for the vibration absorption should be found by using an appropriate optimization procedure.

5. Conclusions

In this paper, we proposed a dynamic nonlinear model for SMA-based oscillators in the vibration absorption applications and evaluated the performance of such oscillators. An essential part of such oscillators – the SMA rod – was modelled on the basis of the Ginzburg–Landau theory. The resulting nonlinear model accounted for both thermo-mechanical coupling and hysteresis effects induced by phase transformations. Numerical simulations, carried out for various excitation frequencies, demonstrated that the SMA vibration absorber could be adaptive in a sense that it could be adjusted to match different frequencies by changing its temperature. Recently, practical aspects of control of shape memory alloy materials, based on the feedback linearization, were discussed in [76,77]. Finally we note that in this contribution, it was demonstrated that the SMA absorber could be used as a general vibration attenuator in low temperature regimes, with robust features observed in the situations where the frequency information about the primary system and excitation is a priori unknown.
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