1 Introduction

Due to their unique properties, the ferroelastic materials have attracted intensive research efforts from engineers, physicists, mathematicians, and control theorists. Ferroelastic materials can sense and respond or actuate on the mechanical or thermal loadings. When thermal or mechanical loadings are applied, the material can intrinsically convert the energy between the mechanical and thermal fields, and produce thermal and mechanical responses correspondingly. By tuning the loadings, the dynamical behavior of the material can be adjusted or controlled according to the requirement of a specific application [1]. In many applications, it controls such a behavior in a systematic manner that is really the focus of much of the attention of the ferroelastic/ferroelectric community [2–4]. In addition, in many applications the optimal design of smart structures and their components are also desirable. For all these applications, the development of a suitable mathematical model describing the full dynamics of the material, and such that it is suitable for control and optimization purposes, becomes essential.

Most of the currently existing mathematical models for dynamic behaviors of smart materials are given by partial differential equations (PDEs) with couplings between various, often nonlinear, physical fields [2,5–13]. For ferroelastic materials involving the first order martensite phase transformation, the mathematical models can be formulated by coupling the thermal and mechanical fields [14–26]. Due to the nonlinear nature of phase transformations, the dynamics of the mechanical field is strongly nonlinear and amplifies by nonlinear coupling with the thermal field. Since the dynamics of ferroelastic materials can be described by a system of nonlinear coupled PDEs, we usually have to deal with an infinite dimensional space [27,28]. However, for control and design optimization purpose, an infinite dimensional model is difficult to deal with [15,20,29,30], especially when the system is nonlinear.

In this paper, a low dimensional model is constructed to approximate the nonlinear ferroelastic dynamics involving mechanically and thermally-induced martensite transformations. The dynamics of the first order martensite transformation is first modeled by a set of nonlinear coupled partial differential equations (PDEs), which is obtained by using the modified Ginzburg–Landau theory. The Chebyshev collocation method is employed for the numerical analysis of the PDE model. An extended proper orthogonal decomposition is then carried out to construct a set of empirical orthogonal eigenmodes of the dynamics, with which system characteristics can be optimally approximated (in a specified sense) within a range of different temperatures and under various mechanical and thermal loadings. The performance of the low dimensional model is analyzed numerically. Results on the dynamics involving mechanically and thermally-induced phase transformations and the hysteresis effects induced by such transformations are presented. [DOI: 10.1115/1.4000381]
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2 Coupled Dynamic Thermoelasticity Models and Numerical Simulation

Starting from the Danilovskyaya problem [42], first formulated in the early 1950s, the dynamic theory of thermoelasticity has grown into a mature subject with a wide range of important applications in sciences and engineering. In the case of linear dynamic thermoelasticity, a number of efficient numerical techniques have been developed and analyzed [21,43], including extensions to thermo-electroelasticity [7,9] and hyperbolic dynamic thermoelasticity [44,45], and their applications to modeling shape memory alloys and other materials in smart materials and structures technology [14,36,38]. New technologies bring new challenges to this rapidly evolving field and applications of dynamic thermoelasticity in such areas as the analysis of thermal deformations induced by ultrashort lasers and thermal processing of nanophase materials led to further focus on the development of numerical procedures [46–48]. These new developments led to the possibility of accounting for such complex effects as the hot-electron laser effect in momentum transfer, coupling between lattice temperature, and strain rate and others. Coupled thermoelastic problems may become increasingly important in modeling inhomogeneous media in the context of light-solid interactions and in related problems of nanotechnology [33,49–54].

Higher order nonlinearities (such as quintic) that are typical in modeling phase transformations in ferroelastic and ferroelectric materials [24,36,55] and their multiscale nature [10] bring numerical challenges of coupled multiphysics problems at a new level, where some such models are among the greatest computational challenges in mathematical modeling [8]. An increasing number of engineering applications leads to a growing interest to the analysis of the dynamics of ferroelastic materials involving the first order phase transformations. Such an analysis can be carried out with mathematical models based on the modified Ginzburg-Landau theory and a number of numerical experiments demon-

strating the effectiveness of this approach have been reported in the literature, particularly in one-dimensional (1D) cases [28,35,36,56].

In the context of phase transformations in ferroelastic materials, the developed numerical methodologies include conservative finite difference schemes [27,28], finite element approximations for nonequilibrium thermodynamics based models for thin films [18,22], and for more general three-dimensional (3D) multivariate situations [16,20,23,57], the method of lines [19], finite volume methods [58,59], and hybrid optimization methodologies [25]. Many of the proposed methodologies are based on the original reduction in the PDE model to a system of differential-algebraic equations, first proposed in Ref. [14] and developed further in Refs. [8,35–38], along with several low dimensional models. Earlier attempts to apply pseudospectral (collocation) methodologies can be found in Refs. [60,61]. This line of research is developed further in Secs. 3–6 by supplementing it with the extended proper orthogonal decomposition technique.

2.1 Model for Martensite Phase Transformations in Ferroelastic Materials. As discussed above, time-dependent mathematical models describing coupled thermomechanical wave interactions keep the key to many different applications [12,27,43–45,47,48]. To account for the first order phase transformations in ferroelastic materials, such as shape memory alloys, these models of coupled dynamic thermoelasticity must account for a nonconvex highly nonlinear character of the associated free energy function. We start with the following 1D mathematical model [28,35,36,38]:

\[
\rho \frac{\partial^2 u}{\partial t^2} = \frac{\partial}{\partial x} \left( k_1 (\theta - \theta_0) \frac{\partial u}{\partial x} - k_2 \left( \frac{\partial u}{\partial x} \right)^3 + k_3 \left( \frac{\partial u}{\partial x} \right)^5 \right) + \nu \frac{\partial^2 \theta}{\partial x^2} + F
\]

\[
c_v \frac{\partial \theta}{\partial t} = k_1 (\theta - \theta_0) \frac{\partial u}{\partial x} + k_4 \frac{\partial^2 \theta}{\partial x^2} + G,
\]

where \( u \) is displacement, \( \theta \) is temperature, \( \rho \) is density, \( k_1, k_2, k_3, c_v \), \( v \), and \( \delta \) are normalized material-specific constants, \( \theta_0 \) is the reference temperature for 1D martensitic transformations, and \( F \) and \( G \) are distributed mechanical and thermal loads. The interested reader can find efficient numerical procedures for reducing systematically the general 3D model to models such as Eq. (1) in Refs. [36,37].

Although this is only a 1D model for the nonlinear dynamics of ferroelastic materials, it presents a number of challenges in its analysis and numerical implementation due to the coupling between thermal and elastic fields and strong nonlinearities. Furthermore, the inclusion of thermal and mechanical hystereses and the first order martensite transformations into the model gives additional difficulties. First, we rewrite the above system for numerical convenience as follows [28,35]:

\[
\frac{\partial v}{\partial t} = \left( k_1 (\theta - \theta_0) \right) \frac{\partial u}{\partial x} + \frac{\partial^2 \theta}{\partial x^2} + \frac{\partial u}{\partial \theta} + \frac{\partial \theta}{\partial x}
\]

\[
p_c = \nu \frac{\partial^2 \theta}{\partial x^2} - \frac{\partial \theta}{\partial x} - \delta \theta + F
\]

where \( \epsilon = \partial u / \partial x \) is the strain, and \( v = \partial u / \partial t \) is the velocity.

We note the appearance of the Rayleigh dissipation term \( \nu \delta (\partial u / \partial x) \) in models (1) and (2). This term is added in order to account for the internal friction, accompanying wave propagations, and phase transformations, which will be translated into viscous effects at macroscale (see details in Ref. [24] and references therein). From a numerical point of view, it allows us to avoid nonphysical oscillations in the solution. Such internal friction/viscosity terms play an important role in modeling physi-
cal, biological, and engineering systems \[11,24,61,62\].

The above model for the dynamics of the first order phase transformation has been constructed on the basis of the Landau free energy function, which allows one to characterize different stable phases at different temperatures \[28,35,38\]

\[ W_{L} = \frac{k_{1}}{2}(\theta - \theta_{0})e^{\phi} - \frac{k_{2}}{4}e^{2\phi} + \frac{k_{3}}{6}e^{3\phi} \tag{3} \]

Using \( W_{L} \) from thermodynamics equilibrium conditions for the considered material, the constitutive law for the mechanical field is then obtained as

\[ \sigma = k_{1}(\theta - \theta_{0})e^{\phi} - k_{2}e^{2\phi} + k_{3}e^{3\phi} \tag{4} \]

where \( \sigma \) is the stress.

In what follows, we consider the following boundary conditions \[56\]:

\[ \frac{\partial \theta}{\partial x} = 0, \quad \frac{\partial e}{\partial x} = 0, \quad v = 0, \quad \text{at} \quad x = 0, L \tag{5} \]

### 2.2 Chebyshev Collocation Methods

The model presented in Sec. 2.1 is not amenable to analytical solution, and hence one has to resort to numerical methods as it is often the case for other problems of coupled field theory applied in modeling smart other functional materials and structures and complex systems \[5,6,13,63-69\]. Many efficient numerical methodologies for time-dependent PDEs are based on an assumption that the solution can be approximated by the following linear combination:

\[ f^{N}(x, t) = \sum_{i=0}^{N} f_{i}(t) \phi_{i}(x) \tag{6} \]

where \( \phi_{i}(x) \) is the basis functions (trial functions), and \( f_{i}(t) \) is the expansion coefficients. \( f^{N}(x, t) \) stands for the \( N \)th order approximation to the solutions we are looking for.

The intrinsic feature of spectral-type methodologies is that all the basis functions are assumed differentiable in the entire computational domain with derivatives given as

\[ \frac{\partial f(x, t)}{\partial x} = \sum_{i=0}^{N} f_{i}(t) \frac{d \phi_{i}(x)}{dx} \]

\[ \frac{\partial f(x, t)}{\partial t} = \sum_{i=0}^{N} \phi_{i}(x) \frac{df_{i}(t)}{dt} \tag{7} \]

and similarly for higher order derivatives if they are present.

For the sake of convenience, the governing equations are rewritten in the form of evolution operator equation

\[ \frac{dU}{dt} = \mathcal{M}(U) \tag{8} \]

where \( U \) is the solution and \( \mathcal{M}(U) \) is an operator, which contains all the spatial derivatives of \( U \). In general, the approximation given by Eqs. (6) and (7) will not satisfy Eq. (8), i.e., the residual

\[ R = \frac{dU^{N}}{dt} - \mathcal{M}(U^{N}) \tag{9} \]

will not vanish everywhere. To determine all the expansion coefficients, the Galerkin method requires the following condition to be satisfied:

\[ \int_{0}^{L} \left( \frac{dU^{N}}{dt} - \mathcal{M}(U^{N}) \right) \psi_{j}(x) dx = 0, \tag{10} \]

where \( \psi_{j}(x) \) are the test functions.

In the Chebyshev collocation methods the trial functions are chosen to satisfy the following conditions:

\[ \phi_{i}(x) = \begin{cases} 1, & i = j \\ 0, & i \neq j \end{cases} \tag{11} \]

and the test functions are chosen as

\[ \psi_{i}(x) = \delta(x_{i}) = \begin{cases} 1, & x = x_{i} \\ 0, & x \neq x_{i} \end{cases} \tag{12} \]

where \( x_{i} \) is a set of chosen discretization points in the computational domain. For the Chebyshev approximation, it is chosen as follows:

\[ x_{i} = L \left( 1 - \cos \left( \frac{\pi}{N} \right) \right)/2, \quad i = 0, 1, \ldots, N \tag{13} \]

where \( L \) is the length of the considered ferroelastic rod.

Following the standard procedure (e.g., Ref. [70]), Eq. (7) can be written in a matrix form as

\[ U_{t} = DU \tag{14} \]

By substituting corresponding approximations of the spatial derivatives, the PDE-based model is converted into a set of differential-algebraic equations (DAEs). The idea of a reduction in the original PDE model to a system of DAEs was first proposed in Ref. [14], followed by a subsequent development of low dimensional models based on the center manifold technique \[36,37\]. The application of an efficient time integrator can finally solve the problem in a way similar to what was discussed earlier \[4,28,35,38\]. The described methodology allows us to determine the temperature, stress, strain, and displacement of the material at any point of the computational domain at any time. Then, the resultant data can be used for the POD analysis.

### 3 POD Method for System With One Parameter

#### 3.1 Orthonormal Basis

If the procedure described in Sec. 2 is employed and various collections of system states are obtained, then the eigenmode series for the approximation to the system dynamics can be constructed using the extended POD method. To do so, we start the discussion from the regular POD analysis with one parameter.

For convenience, the system dynamics given by Eq. (8) can be regarded as autonomous where \( U(x, t) \) is the function vector we are solving for (consisting of \( e, v, \) and \( \theta \)). The solution depends continuously on the spatial position in a given domain \( \Omega \). Operator \( \mathcal{M} \) in this case is a vector consisting of nonlinear functions of \( U \) and their first and second order derivatives.

The POD is concerned with the possibility of finding a set of orthonormal basis functions \( \phi = \{ \phi_{i}(x), j = 1, \ldots, P \} \), which is optimal in the sense that the \( P \) dimensional approximation

\[ U_{P}(x, t) = \sum_{i=1}^{P} a_{i}(t) \phi_{i}(x) \tag{15} \]

gives the best least-squares approximation to the function \( U(x, t) \) among all such \( P \) dimensional approximations \[39,40,71\]. Here \( a_{i} \) is the general (time-dependent) Fourier coefficient associated with \( \phi_{j} \). In other words, the POD idea in this context is to choose the basis functions \( \{ \phi_{j} \} \) to maximize the mean projection of the function \( U(x, t) \) on \( \{ \phi_{j} \} \)

\[ \max_{\phi_{j} \in \mathcal{L}(\Omega)} E[|\langle \Phi \phi_{j} \rangle |]^{2} \tag{16} \]

where \( E(\cdot) \) denotes the mean value functional, and \( \langle \cdot \rangle \) is the inner product \[39,40\]. Finally, the maximization problem leads to the following eigenvalue problem:
\[
\int_\Omega E(\mathcal{U}(x)\mathcal{U}(x'))\phi(x')dx' = \lambda \phi(x)
\]

with kernel \( K = E(\mathcal{U}(x)\mathcal{U}(x')) \) being the autocovariance function of the two points \( x \) and \( x' \).

By solving the above eigenvalue problems, a series of eigenvalues and eigenfunctions (eigemodes) can be obtained (note that in some cases, this problem involves nontrivial issues due to a highly oscillatory character of the solution, which can be overcome with techniques developed earlier [72–76]). If we arrange the eigenvalue pairs in a monotonically decreasing way, the lower dimensional approximation of the solution \( \mathcal{U} \) can be easily obtained by just keeping the first few largest eigenvalues and their associated eigenfunctions, and the dynamics can then be orthogonally projected onto the subspace spanned by the few kept eigenfunctions. The number of eigenfunctions should be determined by compromising between the dimension of the resultant system and the approximation accuracy [39,77].

The eigenfunctions obtained from the above eigenvalue problem are orthonormal, which gives us the following relations:

\[
\langle \phi_i, \phi_j \rangle = \int_\Omega \phi_i \phi_j dx = \begin{cases} 1 & \text{if } i = j \\ 0 & \text{if } i \neq j \end{cases}
\]

In the discrete case, the eigenfunctions will be replaced by eigenvectors and the orthonormal relation can be written as

\[
\langle \phi_i, \phi_j \rangle = \delta_{ij}
\]

where superscript \( T \) stands for transpose. The general Fourier coefficients in this case could be calculated as

\[
a_k = \langle U, \phi_k \rangle
\]

### 3.2 Galerkin Projection

Having obtained optimal basis functions for the dynamical system, its lower dimensional approximation can be obtained by projecting the full system orthogonally onto the subspace spanned by the chosen basis functions. The model reduction can be achieved due to the fact that a much smaller number of basis functions is needed for the approximation of the full system, provided the chosen basis functions are optimal in a sense specified above.

Let us denote the projection operator by \( P \), and by \( P^T \), its transpose. Then, a low dimensional system on the chosen subspace \( \mathcal{S} \) can be constructed using the following rule: For any point \( Z \in \mathcal{S} \), compute the vector field \( M(t, P^T Z) \) and take the projection \( P_M(t, P^T Z) \) onto the subspace \( \mathcal{S} \), it should be equal to \( Z \). This can be formally formulated as

\[
\frac{d}{dt}Z = P_M(t, P^T Z)
\]

where the vector field \( M \) is the vector \( M \) in the dynamical system (or its discretization in the spatial domain).

For the modeling of hysteretic dynamics in ferroelastic materials, the low dimensional ODE model given by Eq. (21) is expected to be capable of capturing both phase transitions and thermomechanical coupling between the thermal and mechanical fields. Phase transitions can be investigated qualitatively by analyzing the stability of equilibria and jumping of system states from one stable branch to another, which corresponds to the phase transition process. In the current context, the low order ODE model given by Eq. (21) is based on empirical eigenmodes, which are all specified in a purely numerical (implicit) way as analytical expressions are not available. For this reason, it is not practical (and far from trivial) to carry out a stability analysis for each equilibria and investigate transitions of system states, in particular, in view of the complexity of the underlying problem. The results in this direction are available only for a few special cases [78–81]. Using another approach, the dynamics given by the PDE model is approximated by a lower dimensional model in the context of center manifold approximation, by which stability analysis of equilibria, as well as hysteresis induced by jumping of system states among stable branches, has also been carried out in Ref. [37].

Certainly, the approximation will introduce some error, which can be defined as follows:

\[
r = X - P^T Z
\]

In order to minimize the error in the approximation with the given basis, we require that the error function of the approximation should be orthogonal to all the basis functions

\[
\langle r, \phi_i \rangle = \int_\Omega r(x)\phi_i(x)dx = 0
\]

It is easy to check that the low dimensional system given by Eq. (21) satisfies this condition, if the orthogonality of the basis functions is used.

If the low dimensional model is constructed to approximate the full system dynamics with only one of its parameters varied, the above mentioned POD method and Galerkin projection is able to give a satisfactory approximation. When the system dynamics to be approximated is influenced by more than one of such parameters, and the characteristics of the dynamics are very different for different parameter values, the above mention POD method will fail in constructing a set of orthogonal eigenmodes for the optimal approximation of the system dynamics. A new approach should be employed to construct the basis functions.

### 4 Extended POD Method

For the current problem, the phase transformation can take place at different temperatures by either mechanical or thermal stimulations. There may be no phase transformation if the temperature is sufficiently high. In order to model the dynamics of the ferroelastic material correctly, the empirical eigenfunctions have to take into account the temperature influence.

There are different approaches to construct the eigenmodes for the dynamics of a system depending on more than one parameter. One is the interpolation of the eigenmodes associated with different parameters (Ref. [82] and references therein), by which one implicitly assumes that characteristics of the system dynamics vary smoothly when parameter values are changed. Here we follow another approach, which is called the extended POD method (Ref. [83] and references therein). As follows from Eq. (2), it is clear that the mechanical field is influenced by the temperature through one of its coefficients. Hence, we can choose a few representative temperature values to do the analysis. We choose three initial temperature values for which the system has only a martensite phase (low temperature \( \theta_1 \)), metastable austenite, and martensite phases (medium temperature \( \theta_2 \), or only an austenite phase (high temperature \( \theta_3 \)).

Let us denote the collection of snapshots with initial temperatures \( \theta_i \) as \( U_i \). We will refer to it as one block of the overall collection. Similarly, we call block \( U_1 \) with \( \theta_1 \) and block \( U_2 \) with \( \theta_2 \). When the system dynamics has very different behaviors at different temperatures, this means that the characteristics embedded in the blocks should be very different. If one employs the POD method directly to all the overall snapshots \( U = [U_1, U_2, U_3] \) by putting all snapshots together, the characteristics of different blocks will be mixed and dispersed with each other. Alternatively, one has to include the eigenmodes from all the blocks, which will certainly increase the number of overall basis functions and, furthermore, will lead to the loss of the basis functions orthogonality.

In order to deal with this difficulty, the extended POD method is employed here to construct the eigenmodes using the snapshots collected in all the blocks. The strategy we employ in the context of the extended POD can be explained as follows [83]. First, the
POD analysis is applied to the block $U_1$, it will give us a set of eigenmodes for system dynamics associated with initial temperature $\theta_1$

$$
U_1 \equiv \sum_{i=1}^{N_1} C_1 \phi_i = \phi_1 C_1
$$

where $N_1$ is the number of basis function used for the construction of the subspace for approximation, $\phi_i$ is the matrix that consists of the eigenmodes $\phi_i$, $i=1, 2, \ldots, N_1$ as its columns, and $C_1$ is the vector that consists of all the general Fourier coefficients.

For the second block, there is no need to extract those characteristics included in $\phi_1$, from the first block, it will be more effective if the characteristics embedded in $\phi_1$ are removed from block $U_2$ before the POD analysis. To do so, the snapshots in $U_2$ are first projected onto the subspace spanning by $\phi_1$, the general Fourier coefficients for the projections are $\phi_1^T U_2$. The complementary subspace is as follows:

$$
W_2 = U_2 - \phi_1 \phi_1^T U_2
$$

in which the term $\phi_1 \phi_1^T U_2$ gives orthogonal projection of $U_2$ onto $\phi_1$. It is clear that $W_2$ is orthogonal to $\phi_1$ because the projection is orthogonal. Now the complementary subspace $W_2$ includes no characteristics embedded in $\phi_1$ and can be analyzed using the POD methods, by which the eigenmodes for $W_2$ can be obtained as

$$
W_2 = \sum_{i=1}^{N_2} C_2 \phi_i = \phi_2 C_2
$$

where $N_2$ is the number of eigenmodes for approximation to $W_2$, and $\phi_2$ is orthogonal to $\phi_1$.

By carrying out the POD analysis, as described above, the approximation to the second block $U_2$ can be formulated as

$$
U_2 = \phi_1 \phi_1^T U_2 + \phi_2 C_2
$$

which is obvious from Eqs. (25) and (26).

The above treatment can be explained as follows. For the considered system, if the characteristics of the dynamics embedded into two blocks of snapshots $U_1$ and $U_2$ are essentially the same, the subspace $\phi_1$ will also be able to give a very good approximation to $U_2$, which means that $W_2 = 0$, so that the subspace spanned by $\phi_2$ will be empty. This is just the same as the regular POD analysis for a single block of snapshots [83]. For the current problems, it is obviously not true, as we mentioned earlier, because the system dynamics is very different within different temperature ranges. While at another extremal point, blocks $U_1$ and $U_2$ are totally independent (no similarity at all), the orthogonal projection of $U_2$ onto $\phi_1$ will give all coefficients zero, and $W_2$ is the same as $U_2$. Normally, this would not happen because there must be some similarities between the blocks of snapshots, since they are derived from the same dynamical system.

Similarly, more blocks can be treated in this way; here the third block is first projected orthogonally onto the subspace spanned by $\phi_1$ and $\phi_2$, then the complementary parts are used to do the POD analysis, and the eigenmodes for the complementary subspace for the third block can be obtained

$$
W_3 = U_3 - \phi_1 \phi_1^T U_3 - \phi_2 \phi_2^T U_3
$$

while the POD analysis gives the eigenmodes of $W_3$, which can be used to construct the approximation as follows:

$$
W_3 = \sum_{i=1}^{N_3} C_3 \phi_i = \phi_3 C_3
$$

where $N_3$ is the number of eigenmodes used in the approximation. Similarly, the approximation to the third block $U_3$ in this case can be achieved by the following formulation:

$$
U_3 = \phi_1 \phi_1^T U_3 + \phi_2 \phi_2^T U_3 + \phi_3 C_3
$$

Taking all the blocks of snapshots simultaneously into account, the extended POD analysis can be formally represented in the following matrix form:

$$
U = \phi C
$$

where

$$
U=[U_1, U_2, U_3], \phi=[\phi_1, \phi_2, \phi_3]
$$

is a collection of snapshots and eigenmodes from each block, while the coefficient matrix is given as follows [83]:

$$
C = \begin{bmatrix}
C_1 & \phi_1^T U_2 & \phi_1^T U_3 \\
0 & C_2 & \phi_2^T U_3 \\
0 & 0 & C_3
\end{bmatrix}
$$

where all the entries in the matrix can be obtained once the blocks of snapshots are provided.

It is easy to see that $\phi_1$, $\phi_2$, and $\phi_3$ are orthogonal to each other, which means that the Galerkin projection method will be exactly the same as what we discussed in Sec. 3, when the extended POD analysis is employed to construct the basis functions with more than one block of snapshots. It is also easy to see that the approximations given by Eqs. (24), (27), and (30) are all satisfied by Eq. (33). For the case where more snapshot blocks are available, the extended POD can be carried out similarly.

It is worth noting that the choice of the number of eigenmodes for each block should be made on the basis of a compromise to balance the approximation error in each block, as discussed in Ref. [83]. In other words, the values for $N_1$, $N_2$, and $N_3$ should be chosen such that the approximation error in each block should be close. It is done based on numerical experiments for the current problem.

5 Numerical Results

A typical example of ferroelastic materials is provided by shape memory alloys (SMAs). Here, we demonstrate the feasibility of constructing a low dimensional model using the extended POD methods for the dynamics of SMAs involving mechanically and thermally-induced phase transformations. We analyze the performance of the low dimensional model by numerical experiments. The dynamics of a SMA rod is first simulated by using the PDE model, and the eigenmodes of the dynamics are extracted from the numerical results. Then, the phase transformations induced by either mechanical or thermal loadings are simulated using the low dimensional model. The mechanical and thermal hysteresis due to the martensitic phase transformation are also modeled using the developed low dimensional model.

5.1 POD Results

A typical example performed on a Au23Cu30Zn47 rod of length $L = 1$ cm. All the numerical experiments are carried out with the same boundary conditions, as given by Eq. (5). All the physical parameters for this specific material are available in Ref. [36] and listed here for convenience

\[ k_1 = 4.80 \times 10^3 \text{ kg/s}^2 \text{ m K}, \quad k_2 = 6 \times 10^{11} \text{ kg/s}^2 \text{ m K}, \]

\[ k_3 = 4.5 \times 10^{13} \text{ kg/s}^2 \text{ m K} \]

\[ \theta_1 = 208 \text{ K}, \quad \rho = 1110 \text{ kg/m}^3, \quad c_v = 2.9 \times 10^6 \text{ kg/s}^2 \text{ m K}, \]

\[ k = 1.9 \times 10^7 \text{ m kg/s}^2 \text{ K} \]

For the collections of snapshots, three representative numerical experiments are carried out first using the Chebyshev collocation method for the PDE model given by Eq. (2). In the computation, there are 15 nodes used for the Chebyshev approximation, the simulated time range is $t \in [0, 24]$ ms, which corresponds to two loading periods, and the time step-size is set to $1 \times 10^{-3}$ ms. For
each computation, there are 200 snapshots of the system states collected in the block.

The first experiment is expected to be representative of the dynamics of SMA at low temperature. The snapshot block $U_1$ is collected with the following input:

$$F = 1 \times 10^9 \text{ kg/s}^2 \text{ m}^2,$$

$$G = 7 \times 10^3 \begin{cases} 
\frac{t}{3}, & t < 3 \\
\frac{6-t}{3}, & t < 9 \\
\frac{12-t}{3}, & t < 12 
\end{cases} \text{ kg/s}^2 \text{ m}$$

with the initial conditions: $v=0$, $\theta=210$ K, and $\epsilon=0.01187 \times \text{sign}(x-0.5)$. This numerical experiment involves thermally-induced transformation [28,36], and it can be regarded as a representative case for thermally-induced transformations.

The second numerical experiment with the PDE model is carried out with the following initial conditions: $v=0$, $\theta=250$ K, and $\epsilon=0$. At this given temperature, there are metastable phases in the SMA rod, and martensite and austenite might coexist under this temperature. The mechanical loading for this case is set to

$$G=0, \quad F = \begin{cases} 
7 \times 10^{10}, & 0 < t < 3 \\
0, & 3 < t < 6 \\
-7000, & 6 < t < 9 \\
0, & 9 < t < 12 
\end{cases} \text{ kg/s}^2 \text{ m}$$

which is sufficient to induce phase transformations mechanically. The snapshot block $U_2$ is collected through this experiment.

The third block of snapshots $U_3$ is collected using the numerical experiment with mechanical loading at high initial temperature, in which case there is no phase transformation to be induced. The initial temperature is set to $\theta=310$ K, and the mechanical loading is chosen the same as in the second experiment ($v=0$, $\epsilon=0$).

Both mechanically and thermally-induced phase transformations in SMA rods have been simulated using the same methodology discussed in Refs. [28,36,56], so the numerical results will not be presented here. Instead, we note the following. By employing the extended POD method, as discussed in Sec. 4, the eigenmodes for the dynamics of the SMA rod can be extracted from the three blocks of snapshots. Ideally, the POD analysis should be carried out in a vector-valued modes, as done in Ref. [84], since physical fields are coupled with each other dynamically. This strategy, however, is not followed here due to the fact that the magnitude of physical variables is very different for the current problem (e.g., three orders of magnitude differences in the strain and temperature distributions). A vector-valued POD analysis certainly will lead the resultant eigenmodes to have more influence from the characteristics of temperature distributions, while the mechanical characteristics will be almost ignored due to their rather small magnitudes compared with the thermal field. As we pointed out in Ref. [10], we deal here with a multiscale coupled problem, but in the first approximation in what follows the POD analysis is carried out separately for $\epsilon$, $v$, and $\theta$. This treatment will introduce an additional error to the low dimensional model, but as demonstrated below, the proposed approximation is capable of capturing the essential features of hysteretic dynamics and thermomechanical coupling as required in the low dimensional reduction.

To show the characteristics of the strain and temperature, the first three eigenmodes (associated with the largest eigenvalues) are plotted in Fig. 1, in which case the three eigenmodes for $\epsilon$ from the block $U_1$ are in the left column and those for $\theta$ from $U_2$ are in the right column. There are in total four eigenmodes chosen from block $U_1$ for each of $\epsilon$, $v$, and $\theta$.

For a better approximation to $U_3$, there were two additional eigenmodes extracted and merged together with eigenmodes from $U_1$. To clarify this, the first eigenmode for $\epsilon$ from $U_2$ is plotted in Fig. 2(a), together with the first eigenmode for $\theta$ from $U_2$ in Fig. 2(b). Only one additional eigenmode is extracted from $U_3$. Therefore, for each variable, there are in total seven eigenmodes. Using these eigenmodes, the system states at any given moment of time can be approximated as

$$e_s = \epsilon(x,t) - \phi_1^e \phi_1^e(x,t), \quad \theta_s = \theta(x,t) - \phi_1^\theta \phi_1^\theta(x,t)$$

which is used to measure the approximation error. In the plot, we present the absolute difference for all the discretization nodes and all the sample time instances. It is shown that the magnitude of the approximation error is smaller than $10^{-13}$ for $\epsilon$ and smaller than $10^{-10}$ for $\theta$, which is negligible for most practical applications. In order to compare the approximations for different numbers of eigenmodes, the approximation error with ten eigenmodes for each variable are also presented in the same figure. Out of the ten eigenmodes, six are extracted out from block $U_1$, three from $U_2$, and one from $U_3$. It is shown that the approximation error is smaller, the approximation is slightly improved. By increasing the number of eigenmodes further, numerical experiments show that the approximation will also be improved accordingly and finally will be saturated, confirming the convergence of the proposed procedure.

5.2 Low Dimensional Model Results. By substituting the above approximation into Eq. (2), the system is converted into a set of ODEs in form of Eq. (21), with dimension of 21. A standard ODE integrator (ode23 in MATLAB) is applied to simulate the state evolution under various loadings. To validate the low dimensional model, both mechanically and thermally-induced phase transformations are simulated using the developed low dimensional model, along with the associated hysteresis effects.

Although we deal with a relatively small number of eigenmodes, the system is not obtainable in an explicit form. The underlying numerical representation is based on the nonlinear evolution of a combination of these eigenmodes, making its numerical approximation the most natural way to solve the problem. In this case, the analysis of low dimensional models based on (multiscale) bifurcation and stability of equilibrium branches becomes a challenging task. For some special cases and simplified models of shape memory alloys, such an analysis has been carried out by several authors, as we already mentioned above [78–81]. Low dimensional models based on center manifold reductions have been analyzed in Refs. [8,10,14,35–37]. The interested reader can consult these publications for further detail. In what follows our focus is on the efficient numerical treatment of hysteresis effects.

The first numerical experiment is to demonstrate the thermally-induced transformation with a slightly higher initial temperature. The initial conditions are set to $v=0$, $\theta=220$ K, $\epsilon=0.01187 \times \text{sign}(x-0.5)$, the loading for this experiment is chosen as $F=1 \times 10^9 \text{ kg/s}^2 \text{ m}^2$, $G=7 \times 10^3 \text{ kg/s}^2 \text{ m}$, and the simulation span is chosen as $t \in [0,24]$ ms. The dynamic behavior of the SMA rod under similar conditions has been investigated in Refs. [28,36], with different methodologies. Figure 4 (top) demonstrates that the phase transformations are captured by the low dimensional model developed here (the strain $e(x,t)$, and temperature $\theta(x,t)$, distri-
Fig. 1  The first three empirical eigenmodes for the strain distributions (a), (b), and (c) and temperature distributions (d), (e), and (f)

Fig. 2  The first empirical eigenmode for the strain distributions (a) and temperature distributions (b) in the second block of snapshots using the extended POD
Fig. 3 The absolute approximation error to the second block of snapshots using different numbers of empirical eigenmodes: (a) seven modes for the strain distribution; (b) ten modes for the strain distribution; (c) seven modes for the temperature distribution; (d) ten modes for the temperature distribution.

Fig. 4 Numerical results for thermally-induced phase transformations in a SMA rod obtained with the developed low dimensional model. (a) Strain distribution, (b) thermal hysteresis at $x=0.1$ cm, (c) temperature distribution, and (d) thermal hysteresis at $x=0.9$ cm.
The thermally-induced phase transformations between austenite and martensite are captured when the SMA rod is heated up (\(M \rightarrow A\)) or cooled down (\(A \rightarrow M\)). A simple explanation of the overall shape of the temperature-strain curves in the case of thermally-induced hysteresis was first proposed in Ref. [35]. There is a temperature difference between the \(M \rightarrow A\) and \(A \rightarrow M\) transformations, which is the origin of the related thermal hysteresis. To show this (thermally-induced) hysteresis, \(\varepsilon(x,t)\) is plotted versus \(\theta(x,t)\) at \(x=0.1\) cm (for the fourth discretization node)—see subplot (b) in Fig. 4. Due to symmetry, a similar plot is obtained at point \(x=0.9\) cm, as shown in subplot (d) in Fig. 4.

Note that the approximation of the underlying multiscale behavior of the ferroelastic material by using a fifth order polynomial for stress-strain relationships (derived from the sixth order Landau–Ginzburg free energy function) results in a high sensitivity of the solution with respect to the speed of parameter variation and, therefore, in numerical calculations accompanying oscillations are expected, even away from the transition points. One of the possible ways to overcome this difficulty is to modify the original model by including a visco-elastic term or the Rayleigh dissipation term, as it has been done in our model (1) and (2), following the ideas of Wang and Melnik [24,61] (see also references therein). This term accounts for the internal friction accompanying the movement of the interfaces between different phases. In all numerical calculations presented here (Figs. 4–6) this term was accounted for.

Next, we demonstrate the efficiency of the developed low dimensional model for different initial temperatures. The second numerical experiment is carried out with the following initial conditions: \(v=0\), \(\varepsilon=0\), and \(\theta=255\) K. The loadings are set to \(F=6000\times(\sin(t\pi/6))^3\). The numerical results are presented in Fig. 5, \(\varepsilon(x,t)\) (a) and \(\theta(x,t)\) (b). It is seen that the entire rod is divided roughly into two parts, one with positive values of \(\varepsilon\) and the other with negative values \(\varepsilon\), following the variation in the mechanical loading. In this case, \(\theta(x,t)\) is also driven to oscillate because of the thermal-mechanical coupling. The hysteresis due to the phase transformation is presented by plotting the \(\varepsilon(x,t)\) versus \(F\) (or stress) at \(x=0.1\) in subplot (c) in Fig. 5. Observe that there are two subhysteresis loops in the plot, which can be explained by the facts that the material has metastable phases under the current initial temperature [28,36].

Finally, the developed low dimensional model is employed to analyze the mechanical hysteresis in the case of mechanically induced phase transformations and to compare the numerical results with theoretical predictions (see Fig. 6). Three different initial temperatures are chosen for the simulation. Because austenite is unstable when \(\theta=220\) deg, the mechanical loading will switch the material between martensites plus and minus, as indicated by the constitutive curve plotted in subplot (a) in Fig. 6 (the transformation is \(M \rightarrow M–\) or \(M \rightarrow M+\)). In this case there is only one hysteresis loop which is sketched by the dashed line. The numerical simulation with this initial temperature (d) agrees well with this prediction. When the initial temperature of the material is increased to \(\theta=240\) deg, the constitutive curve is plotted in subplot (b), where we observe two separated hysteresis loops due to metastable phases. The numerical results plotted in subplot (e) of this figure demonstrate that the two hysteresis loops are successfully fulfilled. If the initial temperature is increased further to \(\theta=320\) deg, the constitutive curve (c) indicates that there is no phase transformation because only austenite is stable. In this case, there is no hysteresis loop as confirmed by the numerical results presented in subplot (f) in Fig. 6.

The numerical experiments demonstrated that the low dimensional model constructed using the extended POD method is capable of capturing the essential dynamics of the SMA rod under various mechanical and thermal loadings and a range of initial temperatures. Compared with the single parameter POD methods, the developed here extended POD-based low dimensional model covers the dynamics of the materials with full mechanical and thermal work range, which is essential for most of the engineering applications.

6 Conclusion

In the present paper, the dynamics of ferroelastic materials has been successfully simulated with a low dimensional model developed here on the basis of the extended POD. It has allowed us to model mechanically and thermally-induced transformations on the
example of shape memory alloy rod. First, the dynamics has been analyzed numerically by using a PDE model, and the appropriate collections of snapshots of the system states have been constructed during the simulation. Next, by using the extended proper orthogonal decomposition method, a set of common eigenmodes for the dynamics that covers the full temperature range has been obtained. Finally, the dynamics of the SMA rod has been projected orthogonally onto the subspace spanned by a small number of eigenmodes, and a low dimensional model has been derived. Numerical experiments have demonstrated that the dynamics of the SMA rod can be successfully captured by the developed low dimensional model. Both thermally and mechanically induced phase transformations and related hysteresis effects have been successfully reproduced with the constructed model.
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